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Preface

Basic science underlies the practice of anaesthesia. 
Anaesthesia Science aims to present the scientifi c foun-
dations upon which the clinical practice of anaesthe-
sia and care of the critically ill are based. Other 
volumes provide more comprehensive texts and it 
was not our intention to replace these well known 
and valuable textbooks, but rather to complement 
areas given less emphasis elsewhere. This book aims 
to give the reader detailed coverage on less well ap-
preciated aspects of the subject. Each up-to-date 
chapter encompasses salient features of the scientifi c 
foundations of anaesthesia not found elsewhere in a 
single volume. We aimed to integrate anaesthesia 

with basic sciences with no artifi cial boundaries 
separating the two.

The basic medical sciences are all represented in 
the discipline of anaesthesia and technological ad-
vances have contributed to the development of mod-
ern safe anaesthetic practice. We hope that we have 
presented basic science in a readable and fascinating 
way to enthuse those practising anaesthesia and its 
sub-specialities.

 Helen F. Galley
 Nigel R. Webster
 Aberdeen, 2006
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CHAPTER 1

Pharmacokinetic principles
Michel M.R.F. Struys, Alain Kalmar and Peter De Paepe

Introduction

Pharmacokinetics can be defi ned as the characteriza-
tion and prediction of the time course of the concen-
tration of a drug in the body. This includes the 
characteristics of drug absorption, distribution, me-
tabolism and elimination. Pharmacokinetic models 
can be used to predict the time course of this drug 
concentration. Variations in body composition or 
organ function  —  for example, in children, in preg-
nant women and fetuses in utero, in elderly popula-
tions and in patients with organ dysfunction  —  may 
affect anaesthetic drug distribution and elimination 
and therefore drug responses. In this chapter, we 
fi rst briefl y describe some of the basic concepts gov-
erning pharmacokinetics. Secondly, we focus on the 
concepts of pharmacokinetic modelling and, thirdly, 
the infl uence of various physiological changes on 
the pharmacokinetics of drugs is described.

Drug absorption

Transfer of drugs across membranes
To reach a therapeutic concentration at their site of 
action, drugs need to pass through the cell mem-
branes that separate different compartments in the 
body [1]. These membranes are 5–10 nm wide and 
are arranged in a lipid bilayer structure. This bilayer 
is present in a fl uid state embedding a mosaic of dis-
persed proteins that can penetrate both outer or 
inner leafl et of the lipid sheet [1,2]. The structure of 
the lipids in cell membranes varies widely, although 
all of them are amphipatic. The membrane lipids 
comprise phospholipids, sphingolipids and choles-
terol, and most membrane proteins are glycoproteins 
carrying carbohydrates on their outer surface. In the 
same way, some phospholipids are glycolipids. The 

molecules in cell membranes are orientated in such a 
way that non-polar elements are confi ned to the core 
and polar elements are exposed on either side. 
The hydrophobic core favours the crossing of lipid-
soluble molecules and hampers the movement of 
water-soluble ones across the cell membranes [2]. 
The nature of the compartmentalization by mem-
branes strongly depends on the specifi c structure of 
the barrier in different tissues. In some tissues, such 
as the gastrointestinal tract, the lining cells are close-
ly connected. In other tissues, such as the glomerulus 
of the kidney, there are gaps between cells allowing 
fi ltration [1]. The permeability of vascular endothe-
lium throughout the body also varies. There are gaps 
between endothelial cells of the capillary wall, but in 
some tissues, such as the central nervous system 
(CNS), there are tight junctions between the en-
dothelial cells of the capillaries forming the blood–
brain barrier [1,3].

Theoretically, drugs can move across cell mem-
branes by passive mechanisms or by active processes 
[4]. Lipophylic drugs cross cell membranes very 
easily by simple diffusion. The rate of diffusion 
across the membrane depends on the concentration 
gradient, the size of the molecules (smaller molecules 
diffuse more easily than large ones), the lipid solubil-
ity, membrane properties such as the membrane 
area and thickness, and the diffusion coeffi cient. 
Drugs in a charged, ionized form cannot pass through 
membranes by simple diffusion; only the uncharged 
fraction can [1]. The Henderson–Hasselbalch equa-
tion makes it possible to calculate the uncharged 
fraction of a drug, given its pKa and the ambient pH. 
From:

pH = pKa + log base/acid (1)

For acidic drugs, this results in:

3
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4   Chapter 1

pH = pKa + 
 log ionized concentration/
unionized concentration (2)

For basic drugs, this results in:

pH = pKa + 
 log unionized concentration/
ionized concentration (3)

Ionization is not only important in determining 
the rate of which a compound can move across 
a membrane, it is also important in determining 
the partition of a drug between compartments with a 
different ambient pH. Diffusion of water-soluble 
drugs is restricted by passage through aqueous pores 
that span the cell membrane. However, these ch an-
nels are too small to let most drugs pass through 
them. Endothelial membranes in the capillaries 
can have larger pores allowing bulky molecules to 
pass through [4]. Diffusion can also be facilitated 
by carrier-mediated mechanisms that operate 
along a concentration gradient without making 
use of an energy source. This is called ‘facilitated 
diffusion’ [1].

Active transfer mechanisms require energy. The 
energy can be supplied by the hydrolysis of adeno-
sine triphosphate (ATP) directly, as for instance in 
the case of Na+/K+ ATPase, or indirectly by the cou-
pling of the passive transfer of one compound along 
its ionic gradient with the movement of another 
molecule against its concentration gradient [3]. An 
example of such a transport system is the absorption 
of amino acids from the small bowel lumen into in-
testinal cells [1]. This transfer is achieved by a cou-
pling with Na+ diffusion that occurs down its 
electrochemical gradient. Maintenance of the latter 
requires energy and ultimately depends on the Na+/
K+ ATPase system [3].

Pinocytosis transports large molecules [3]. In this 
process a part of the cell membrane is invaginated to 
form a vesicle, which engulfs extracellular material, 
and is removed via exocytotic mechanisms.

Drug administration techniques 
in anaesthesia
There are many ways in which a drug can be given. 
Although most drugs are given orally, in anaesthesia 
many drugs are administered intravenously. Be-
cause absorption is bypassed, drug action is very fast 

by this route. However, for all other routes of drug 
administration, the drug must be absorbed from the 
site of application before being carried in the circula-
tion to its site of action.

Intramuscular or 
subcutaneous administration
Many factors affect the rate of absorption after intra-
muscular or subcutaneous injection. The molecular 
weight of the compound, the vehicle in which the 
drug is dissolved, the volume that is given and, last 
but not least, the local perfusion of the muscle and fat 
tissue are important [5]. Some drugs are absorbed 
very easily, but for others the absorption is poor or 
unpredictable (e.g. diazepam) [6]. After the injec-
tion of water-soluble drugs, the plasma level can in-
crease rapidly, because these compounds enter the 
circulation very fast. This is especially true for drugs 
with low molecular weight, which can reach the sys-
temic circulation by entering the capillaries directly 
[5]. The use of vasoconstrictors or vasodilators, as 
well as individual patient haemodynamics, can also 
markedly infl uence the rate of absorption.

Inhalation
Depending on the particle size, inhaled drugs will 
mainly reach airway mucosa from the larynx to the 
bronchioles, creating local effects, or reach the alve-
olus, allowing largely systemic effects. However, sys-
temic absorption may still occur in both cases [5]. 
Volatile molecules readily reach the alveolar space 
and can enter the systemic circulation within sec-
onds. The rate of absorption of volatile anaesthetics is 
determined by adequacy of pulmonary ventilation, 
cardiac output, inspired concentration and anaes-
thetic solubility [7].

Epidural, intrathecal and 
perineural administration
Epidural, intrathecal or perineural administration of 
drugs is used for providing regional analgesia and an-
aesthesia. The onset time depends on the concentra-
tion of unionized local anaesthetic around the axon. 
Because local anaesthetics are bases, adding sodium 
bicarbonate reduces onset time in epidural solutions. 
Addition of a vasoconstrictor increases the duration 
of the block [1].
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Oral administration
Multiple factors are involved in the absorption of the 
drug from the gastrointestinal tract to the systemic 
circulation. First-pass metabolism, unpredictable 
pharmacokinetics and a latent period before maxi-
mal concentration in plasma make this route unsuit-
able for many anaesthetics [8].

Rectal administration
The rectal blood fl ow partly drains directly into the 
systemic circulation, avoiding fi rst-pass metabolism, 
although absorption is unpredictable [1].

Sublingual, buccal and 
nasal administration
While permitting very fast absorption of certain 
drugs, these routes directly drain into the systemic 
circulation, avoiding fi rst-pass effect [5].

Bioavailability

Bioavailability is generally defi ned as the fraction of 
an extravascularly administered dose that reaches 
the systemic circulation [5]. An orally administered 
dose is only partially absorbed from the gut and par-
tially metabolized in the gut wall and liver before 
reaching the systemic circulation.

Drug absorption and fi rst-pass effect
Before the drug can cross the mucosal membranes 
after oral intake, the tablets must disintegrate and 
dissolve. Pharmaceutical factors such as chemical 
formulation, particle size, coatings or the inclusion 
of inert fi lters infl uence this dissolution process [8]. 
Because most drugs only pass the lipid membranes 
in their unionized form, the regional pH greatly in-
fl uences absorption. Consequently, acidic drugs 
would mainly be absorbed in the stomach, but the 
large surface area and anatomical properties of 
the small intestine make this the main absorption 
site for all drugs [4]. The speed of gastric emptying, 
simultaneous intake of other drugs or food and patho-
logical conditions also infl uence the speed and 
degree of drug absorption [1]. Before reaching the 
systemic circulation, the drugs need to pass through 
the intestinal mucosa and the liver [8]. Metabolism 
of the drug may occur in the gut wall or by the liver, 

further reducing the amount that reaches the 
target organ.

Drug distribution

The basic pharmacokinetic parameter to describe 
drug distribution is the apparent volume of distribu-
tion (Vd), calculated as:

Vd = amount of drug/concentration (4)

It must be noted, however, that this has been simpli-
fi ed by assuming that the drug is administered into a 
single, well-mixed compartment. If the drug remains 
unbound in the plasma and does not distribute into 
other tissues, the Vd would be the same as the plasma 
volume. However, most drugs leave the plasma 
and distribute into and bind to other tissues. Drug 
distribution throughout the body depends largely on 
organ blood fl ow and physicochemical properties 
of the drug, such as lipid solubility and protein 
binding.

Blood fl ow
Shortly after a drug enters the systemic circulation, 
tissue concentrations rise in the more highly per-
fused organs, such as the brain and liver. Organs with 
lower blood fl ow will take longer to equilibrate, and, 
in some cases, this may take several hours or even 
days [4].

Lipid solubility
After passing into the extravascular space, water-
soluble drugs are mostly limited to the extracellular 
fl uid, while lipid-soluble drugs easily cross cell mem-
branes and can accumulate in certain tissues. For 
instance, lipophilic drugs such as thiopental may ac-
cumulate in fat, and be redistributed to other organs 
afterwards, prolonging the duration of drug action 
[4]. This indicates that drug distribution throughout 
the body depends largely on physicochemical 
properties.

Protein binding
In plasma, many drugs are bound to a variable 
degree to plasma proteins and, because only free 
unbound drug is able to move across capillary 
membranes, this protein-bound fraction cannot be 
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6   Chapter 1

regarded as pharmacologically active [4,9]. The 
plasma proteins have multiple binding sites and the 
amount of drug bound depends on its total concen-
tration, the competition for binding by other com-
pounds for the same binding sites, the concentration 
of protein and the affi nity between drug and protein 
[10]. As a rule, neutral and acidic drugs bind to albu-
min and basic drugs bind also to α1-acid glycoprotein 
and lipoproteins [1]. Plasma protein binding is par-
ticularly important for drugs that occupy a large por-
tion of the available binding sites at therapeutic 
concentrations. With these drugs, a small increase in 
the bound fraction can increase the unbound frac-
tion out of proportion [1,6].

Special membranes

Blood–brain barrier
Contrary to most tissues, where capillary membranes 
are freely permeable, cerebral capillaries form tight 
junctions, restricting free diffusion of drugs into the 
cerebral extracellular fl uid. Besides this structural 
barrier, astrocytes form a metabolic or enzymatic 
blood–brain barrier that neutralize certain agents be-
fore they reach the CNS. Penetration of drugs into 
the brain depends on ionization, molecular weight, 
lipid solubility and protein-binding [5]. However, 
peptides such as bradykinin and enkephalins and 
certain conditions such as infl ammation can 
increase the blood–brain barrier permeability, allow-
ing normally impermeable substances to enter the 
brain [6].

Placental barrier
Most low molecular weight, lipid-soluble drugs can 
easily cross the placental barrier while large molecu-
lar weight or polar molecules cannot [8]. Differences 
in fetal blood pH, placental blood fl ow, protein bind-
ing and fetal metabolism infl uence fetal free drug 
levels [1]. As a rule, drugs that affect the CNS  —  and 
consequently pass the blood–brain barrier  —  can also 
cross the placenta [8].

Drug metabolism

After administration, most drugs (certainly if they 
are lipid-soluble) have to be metabolized before they 

can leave the body. In most cases metabolism 
reduces the activity of a drug, but in some cases met-
abolic conversion of a drug may increase or only par-
tially decrease its activity. Generally, metabolism 
results in a more water-soluble molecule that can be 
excreted more easily. The main organ for drug me-
tabolism is the liver [8], but processes also take place 
in the gut, plasma, gastric mucosa, lung or other or-
gans [1]. Metabolism consists of two phases.

Phase I
In phase I, molecules are chemically activated to pre-
pare for possible phase II reaction [5]. Three types of 
enzymatic reactions may occur: oxidation, reduction 
and hydrolysis.

Oxidation
Many oxidative reactions take place in the endoplas-
matic reticulum of the liver, the microsomes, and are 
catalysed by the cytochrome P450 system. The P450 
superfamily comprises more than 30 different isoen-
zymes in humans. However, the majority of P450s 
involved in drug metabolism belong to three distinct 
families: CYP1, CYP2 and CYP3. These are essential 
in the elimination of drugs as well as in the synthesis 
or metabolism of endogenous compounds. Mono-
amines are metabolized by monoamine oxidase in 
the mitochondria. Alcohol dehydrogenase is local-
ized in the cytoplasm.

Reduction
These reactions typically take place in the hepatic en-
doplasmic reticulum and cell cytoplasm. As in oxida-
tion, the cytochrome P450 system is responsible for 
many reduction reactions [8].

Hydrolysis
Esterases are active in plasma as well as in the liver. 
They are able to hydrolyse an ester to the alcohols 
and the carboxylic acid.

Phase II
Conjugation or synthesis
These reactions include glucuronidation, sulpha-
tion, acetylation, methylation or glycination. This 
generally increases the water solubility, favouring 
renal or biliary excretion, and most of these reactions 
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take place in the liver microsomes, but the lung is 
also involved [1].

Drug excretion

Either directly or after biotransformation, drugs are 
eliminated out of the body in urine or bile. Small 
amounts are also excreted in saliva, sweat and milk, 
but this is usually of little quantitative signifi cance 
[5]. Small molecules are mainly excreted in urine; 
high molecular weight molecules (>400–500 Da) are 
preferentially eliminated in bile.

Renal excretion
Three processes account for renal drug excretion: 
fi ltration, secretion and diffusion.

Glomerular fi ltration
Glomerular fi ltration is a passive process involving 
fi ltration of mainly unbound fraction of water-
soluble molecules. Large or highly protein-bound 
molecules will not cross the glomerular membrane 
[8].

Tubular secretion
Tubular secretion is an active carrier-mediated se-
cretion that may take place against a concentration 
gradient. For some drugs, complete clearance may be 
achieved in a single renal circulation [8].

Tubular diffusion
In the distal renal tube, depending on urine pH, im-
portant passive diffusion may take place between the 
urine and the plasma. This mechanism is restricted to 
substances capable of crossing tubular cell mem-
branes and can result in marked reabsorption of ex-
creted drugs. In addition, the elimination of certain 
drugs can be increased by alterations in urine pH; 
after diffusion of the non-ionized fraction of certain 
basic drugs from the relatively alkaline plasma 
to the acid urine, they are trapped as cations and 
excreted [8].

Biliary excretion
Hepatocytes actively transport high molecular 
weight molecules, such as the steroid-based muscle 
relaxants, to the bile. This is a saturable process which 

can be inhibited by other drugs. Active transport may 
result in signifi cant concentration of certain drugs, 
up to 100 times the plasma level [5]. Some drugs 
require conjugation, but others are excreted unchan-
g ed in bile. Conjugated drugs excreted in the bile 
may be subsequently hydrolysed by bacteria in the 
gut and reabsorbed, increasing their biological half-
life [1], a process called enterohepatic recirculation.

Drug clearance

The two main organs responsible for drug excretion 
are the liver and kidneys. Clearance is defi ned as the 
volume of plasma from which a drug is completely 
removed per time unit. Many drugs are metabolized 
by the liver and although their metabolites may stay 
in the blood for some time before actual excretion, 
they often have no or little residual pharmacological 
effect. On the other hand, a drug may be removed 
from the body both by urinary excretion of un-
changed drug and by hepatic metabolism.

Clearance values can be considered as the sum of 
the clearances by the various organs involved for a 
certain drug:

Cl = ClR + ClH + CLX (5)

whereby ClR is renal clearance, ClH is hepatic clear-
ance and CLX is clearance by other routes. The clear-
ance of most drugs is mainly dependent on the 
liver, either by hepatic metabolism and/or biliary 
excretion [8].

The pharmacokinetic concept of hepatic clearance 
takes into consideration that the drug is transported 
to the liver by the portal vein and the hepatic artery 
and leaves the organ by the hepatic vein [11]. It dif-
fuses from plasma water to reach the metabolic en-
zymes. There are at least three major parameters to 
consider in quantifying drug elimination by the liver: 
blood fl ow through the organ (Q), which refl ects 
transport to the liver; free fraction of drug in blood 
(fu), which affects access of drug to the enzymes; and 
intrinsic ability of the hepatic enzymes to metabolize 
the drug, expressed as intrinsic clearance (Clint). In-
trinsic clearance is the ability of the liver to remove 
drug in the absence of fl ow limitations and blood 
binding. Taking into account these three parameters, 
the hepatic clearance can be expressed by:
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It is obvious that the hepatic clearance cannot be 
larger than the total volume of blood reaching the 
liver per unit time (i.e. the liver blood fl ow Q). The 
ratio of the hepatic clearance of a drug to the hepatic 
blood fl ow is called the extraction ratio of the drug 
(E), which can be expressed as:
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 (7)

where Ca is the concentration in the mixed portal ve-
nous and hepatic arterial blood and Cv is the hepatic 
venous blood concentration. The value of the extrac-
tion ratio can vary between 0 and 1. It is 0 when 
fu· Clint is zero (i.e. when the drug is not metabolized 
in the liver); it is 1 when the hepatic clearance equals 
hepatic blood fl ow (approximately 1.5 L/min in 
humans).

The extraction ratio can be generally classifi ed 
as high (>0.7), intermediate (0.3–0.7) or low (<0.3) 
according to the fraction of drug removed during 
one pass through the liver. The effect of critical ill-
ness on hepatic clearance depends on these extrac-
tion characteristics of the drug as explained below 
(see p. 18). Table 1.1 lists the hepatic extraction ratio 
in humans for some sedative and analgesic drugs.

High extraction drugs
Drugs with a high hepatic extraction have a high in-
trinsic hepatic metabolizing capacity (fu·Clint >> Q) 
and are rapidly and extensively cleared by the liver 
from the blood. Their clearance depends primarily 
on hepatic blood fl ow, and binding to blood compo-
nents is not an obstacle for extraction; the extraction 
is said to be non-restrictive or blood fl ow dependent. 
This results in a simplifi cation of equation 6:

Cl ≈ Q (8)

Changes in protein binding will have no infl uence 
on the clearance of high extraction drugs. The 
importance of changes in protein binding must 
also be assessed by evaluating the infl uence on 
the drug concentrations, particularly on the free 
drug concentrations as they determine the drug ef-
fect. This is made clear by the following equations, 
which illustrate the relationship between total 
(CSS) and unbound (CSS,u) drug concentrations at 
steady state, and Cl following intravenous drug 
administration:

C
R

Cl
SS = 0  (9)

and

C
f R

Cl
SS u

u
, =

⋅ 0  (10)

where R0 represents the rate of drug input. Because 
Cl ≈ Q (equation 8) for high extraction drugs, one can 
substitute Q for Cl in equations 9 and 10. It is appar-
ent that CSS is not affected by changes in protein 
binding, whereas CSS,uchanges directly with fu. The 
latter implies that for high extraction drugs, changes 
in free drug fraction may result in alterations in drug 
effect.

Low extraction drugs
Drugs with a low hepatic extraction have a low 
intrinsic hepatic metabolizing capacity (fu · Clint << 
Q) and are extracted less avidly and incompletely 
from hepatic blood. Their clearance is relatively in-
dependent of hepatic blood fl ow, and is primarily de-
termined by the intrinsic metabolizing capacity of 
the liver and by the free drug fraction; the extraction 

Table 1.1 Some example drugs with various hepatic 
extraction ratios (ER).

Low ER Intermediate ER High ER
(ER < 0.3) (ER 0.3–0.7) (ER > 0.7)

Diazepam Alfentanil Fentanyl

Lorazepam Chlorpromazine Flumazenil

Methadone Diphenhydramine Ketamine

Pentobarbital Droperidol Morphine

Chlordiazepoxide Etomidate Nalmefene
 Haloperidol Naloxone
 Hydromorphone Propofol
 Midazolam Sufentanil
 Pethidine
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is said to be restrictive or capacity limited. This results 
in a simplifi cation of equation 6:

Cl ≈ fu · Clint (11)

Changes in free fraction may occur during critical 
illness and will result in alterations of clearance of 
low extraction drugs. When substituting equation 
11 into equations 9 and 10, it is clear that for low ex-
traction drugs changes in protein binding are in-
versely related to CSS, but have no effect on CSS,u.

Intermediate extraction drugs
The clearance of drugs with intermediate extraction 
is dependent on hepatic blood fl ow, the intrinsic 
metabolizing capacity of the liver and free drug 
fraction.

Pharmacokinetic analysis of the 
time course of the drug 
concentration

Pharmacokinetic analysis in the 
individual patient
The study of the time course of drug concentrations 
in plasma, urine and other sampled sites has been 
helped by the development of sensitive analytic 
techniques such as high performance liquid chroma-
tography (HPLC), mass spectrometry and radioim-
munoassay. Changes in measured drug concentra-
tion in relation to time are used to derive pharma-
cokinetic constants that describe the behaviour of 
drugs in the body. The two most important pharma-
cokinetic constants to describe the characteristics 
of a drug are the volume of distribution (Vd) and 
clearance (Cl). The volume of distribution represents 
the apparent volume available in the body from the 
distribution of the drug. The clearance represents 
the body’s ability to remove drug from the blood or 
plasma. Both Vd and Cl can be determined from a 
decline in their plasma concentration after drug 
administration.

Two methods to determine Vd and Cl are discussed 
in this chapter. Although model-independent analy-
sis still represents the gold standard by which the es-
timates of other techniques should be compared, this 
approach does not offer suffi cient information to 
facilitate the development of rational drug dosing 

guidelines. Therefore, compartmental or physiologi-
cal model-dependent analysis is mandatory.

Model-independent 
pharmacokinetic analysis
Model-independent pharmacokinetics represents a 
straightforward approach based purely on mathe-
matical descriptions of blood or plasma profi les of 
drugs or metabolites without invoking a particular 
model. In many situations, such as during drug de-
velopment, it is suffi cient to characterize plasma pro-
fi les in terms of maximum plasma concentration 
levels, Cmax, time of maximum level, tmax, and area 
under the plasma curve, AUC. These parameters can 
be obtained by simple inspection of the plasma or 
blood concentration of the drug versus time, as seen 
in Fig. 1.1. From AUC, one can determine the clear-
ance and volume of distribution [12].

The AUC, representing the change in concentra-
tion (C) during time (t) (starting at the moment of 
drug administration) can be calculated by using the 
integral:

AUC C t dt= ⋅
∞

∫ ( )
0

.

 (12)

In practice, the AUC can be estimated using the 
‘trapezoidal rule’. Because the total amount of drug 
eliminated between the moment of drug administra-
tion and infi nity must be equal to the dose, we can 
rewrite equation 12 as follows:

Dose = CL · AUC (13)

From equation 13, we can calculate the drug clear-
ance (CL) as:

CL = Dose/AUC  (14)

The second basic pharmacokinetic parameter, vol-
ume of distribution (Vd), can also be determined as:

Vd = CL · MRT (15)

Whereby MRT stands for the ‘mean residence time’, 
calculated as the ratio between the total area under 
the fi rst moment of the plasma concentration–time 
curve (i.e. the area under the plasma concentration × 
time versus time curve, extrapolated to infi nity) or 
AUMC and the AUC:
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MRT = AUMC/AUC (16)

It has to be stated that the Vd calculated here is the 
apparent volume of distribution. If the drug remains 
unbound in the plasma and does not distribute into 
other tissues, the Vd would be equal to the plasma 
volume. As most drugs distribute through extravas-
cular sites in the body and bind to other tissues, the 
apparent Vd might be much larger than the whole 
body volume. In contrast, the initial volume is 
usually reported, which, for an intravenous bolus 
dose, is determined using equation 16:

Vd = Amount/Concentration = dose/C0 (17)

whereby the drug concentration is ‘back-
extrapolated’ to time zero (C0).

Model-dependent 
pharmacokinetic analysis
Two approaches towards model dependent pharma-
cokinetic analysis are discussed: compartmental and 
physiological models. In the compartmental model, the 
body is assumed to be made up of one or more com-
partments. These compartments might be special or 
chemical in nature but, in most cases, the compart-
ment is used to represent a body volume or group of 
similar tissues or fl uids into which a drug is dis-
tributed. In the physiological model approach, phar-
macokinetic modelling is based on known anatomical 
or physiological values and the modelling of drug 
movement is based on the fl ow rates through partic-

ular organs or tissues and experimentally deter-
mined blood-tissue concentration ratios. Although 
compartmental models are dramatically simplifying 
the ‘pharmacokinetic reality’ and physiological 
models might be a more realistic approximation, 
compartmental models are often used clinically in 
anaesthesia to predict the plasma concentration of 
various drugs (e.g. propofol, opioids). Since the in-
troduction of computer-controlled drug delivery 
systems into clinical practice (so-called target con-
trolled infusion devices), it is crucial to understand 
the underlying theoretical concepts of compartmen-
tal models. Therefore, the development of these 
models is explained in more detail below.

Compartmental models
The simplest pharmacokinetic model is the ‘one-
compartment model’ with a single volume (V) and 
clearance (CL), as shown in Fig. 1.2. Clearance is 
calculated as k10 · V, whereby k10 is the rate constant 
for drug elimination. Although almost none of the 
drugs used in anaesthesia can be accurately charac-
terized by the one-compartment model, it allows 
the introduction of some mathematical concepts. 
There are two forms of processes: zero-order and 
fi rst-order. A zero-order process is one that happens 
at a constant rate. The mathematics of the rate of 
change (dx/dt) is simple:

Constant rate of change = k = dx/dt (18)

where x is the amount of drug and t is time.
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Figure 1.1 Time course of the plasma 
concentration of a drug after bolus 
injection. AUC, area under the curve; 
Cmax, maximum plasma concentration; 
tmax, time at Cmax.
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If the value of x at time t is needed, x(t), it is found 
as the integral of the equation 18 from time 0 to 
time t:

x(t) = x0 + k · t (19)

where x0 is the value of x at t = t0. This is a straight 
line with a slope of k and an intercept of x0.

A fi rst-order process is much more complex. The 
rate of change for a fi rst-order process is:

dx/dt = k · x (20)

where the units of k are simply 1/time. If a value of x 
at time t is needed, x(t), it can be found as the integral 
of the equation 20 from time 0 to time t:

x(t) = x0 · e
 −kt (21)

By using the equation C0 = x0/V, where C0 is 
the concentration at time 0, x0 is the initial dose of 
drug and V is the volume of the compartment, the 
plasma concentrations over time after an IV bolus 
of drug are then described by:

C(t) = C0 · e
 −kt (22)

This is the commonly used expression relating con-
centration to time and initial plasma concentration 
and the rate constants. It defi nes the ‘concentration 
over time’ curve for the one-compartment model 
and has a log-linear shape. The one-compartment 
model is frequently used in pharmacology to describe 
the pharmacokinetics of drugs. It demonstrates the 

concepts of volumes, clearances and rate constants. 
In this model, no distribution phenomenon occurs. 
Unfortunately, none of the intravenous hypnotic 
anaesthetic drugs used in clinical anaesthesia can be 
characterized accurately by a one-compartment 
model because of their distribution into and out of 
the peripheral tissues. Therefore, it is necessary to 
extend this one-compartment model to a multicom-
partmental one.

Several multicompartment models are described 
in the literature [13,14]. Although a two-
compartmental model is used commonly in general 
drug research, the most popular one in anaesthesia is 
the three-compartment mammalian model, as 
shown in Fig. 1.3. In anaesthesia, all clinically used, 
target controlled, infusion techniques and pharma-
cokinetic computer simulations are based on this 
model.

The fundamental variables of the compartment 
model are the volume of distribution (central, 
rapidly and slowly equilibrating peripheral volumes) 
and the clearances (systemic, rapid and slow inter-
compartmental). As shown in Fig. 1.3, the drug is in-
jected into and eliminated either by metabolism or 
renal excretion from this central compartment (com-
partment 1). The drug is quickly distributed into a 
rapidly equilibrating peripheral compartment (com-
partment 2) and this compartment quickly reaches 
equilibration with the central compartment. The 
drug is distributed more slowly into a third compart-
ment (compartment 3). The sum of the compart-
mental volumes is the apparent volume of distribution 
during steady-state (VdSS) and is proportionally con-
stant, relating the plasma drug concentration at 
steady-state to the amount of drug in the body [13].

Micro-rate constants, expressed as kij, defi ne the 
rate of drug transfer from compartment i to compart-
ment j. Compartment 0 is a compartment outside 
the model, so k10 is the micro-rate constant for 
those processes acting through biotransformation or 
elimination that irreversibly remove drug from the 
central compartment (compartment 1). The inter-
compartmental micro-rate constants (k12, k21, etc.) 
describe the exchange of drug between the central 
and peripheral compartments. Each compartment 
has at least two micro-rate constants: one for drug 
entry and one for drug exit. The differential 

Drug administration

Volume of distribution

k10

I

Figure 1.2 The one-compartment pharmacokinetic 
model.
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equations describing the rate of change for the 
amount of drugs in compartments 1, 2 and 3, follow 
directly from the micro-rate constants (note the sim-
ilarity to the one-compartment model).

For example, for a three-compartment model, the 
differential equations are:

dx1/dt = I + x2k21 + x3k31 − x1k10 − x1k12 − x1k13

 = I + x2k21+ x3k31 − x1(k10+ k12+ k13) (23)

dx2/dt = x1k12 − x2k21 (24)

dx3/dt = x1k13 − x3k31 (25)

where I is the rate of drug input, x is the amount of 
drug for a specifi c compartment and k is a micro-rate 
constant. Each of the above equations can be 
solved and the complete solution can be found in the 
literature [14].

How may we explore into how many compart-
ments the pharmacokinetic behaviour of a specifi c 
drug fi ts? This can be done by taking plasma samples 
at specifi c time points after a bolus injection and de-

picting the results in a log (plasma concentration) 
over time graph, as shown in Fig. 1.4.

Three distinct phases can be distinguished. There 
is a rapid ‘distribution’ phase (solid line) that begins 
immediately after the bolus injection. This phase is 
characterized by very rapidly equilibrating tissues. 
There often is a slower second distribution phase (dashed 
line) that is characterized by a movement of the 
drug into more slowly equilibrating tissues and a 
return of the drug from the most rapidly equilibrat-
ing tissues (i.e. those that reached equilibrium with 
the plasma during phase I). The terminal phase 
(dotted line) is a straight line when plotted on a 
semi-logarithmic graph. The terminal phase often is 
called the elimination phase because the primary 
mechanism for decreasing drug concentration dur-
ing the terminal phase is its elimination from the 
body [13].

Mathematically, a decreasing curve with a con-
stant slope can be described, as in equation 21. This 
is for a one-compartmental model. Curves that 
continuously decrease over time, with a contin-

Drug administration

V2
Rapidly equilibrating

compartment

V1
Central

compartment

V3
Slowly equilibrating

compartmentk21

k12

k31

k10

k13

I

Figure 1.3 The three-compartment 
pharmacokinetic model.
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C(t) = A e−αt + B e−βt + C e−γ t

C(t) = A e−αt

C(t) = B e−βt

C(t) C e−γ t

Figure 1.4 The triexponential curve 
representing the time course of a drug 
plasma concentration after intravenous 
injection. Each exponential term 
accounts for a portion of the curve. The 
individual lines associated with each 
exponential term are also shown. The 
triexponential curve represents the 
algebraic sum of the individual 
exponential functions. Solid, dashed 
and dotted lines are used to show how 
each exponential relates to different 
portions of the full curve.
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uously declining slope (Fig. 1.4), can be described 
by the sum of multiple equations 21, one for each 
compartment. This is the sum of exponentials 
describing the decrease of plasma concentration 
over time:

C(t) = A e−αt + B e−βt + C e−γ t (26)

where t is the time after injection of the bolus, C(t) is 
the drug concentration after a bolus dose, and A, α, 
B, β, C and γ are variables of a pharmacokinetic 
model. A, B, and C are called coeffi cients and express 
an equivalent of compartmental concentrations. At 
time 0,

C0 = A + B + C (27)

α, β and γ are called exponents (sometimes called 
hybrid rate constants). These exponents express 
the slope of each exponential decay, as shown in 
Fig. 1.4.

Equation 26 can be transformed mathematically 
from the exponential form to the ‘compartmental’ 
form (the form using the micro-rate constants). For 
the three-compartment mammillary model, this in-
terconversion between the exponential form (equa-
tion 26) and the micro-rate constant form (equations 
23–25) becomes exceedingly complex as more expo-
nents are added. This is because every exponent is a 
function of every micro-rate constant and vice versa. 
It is not the purpose of this chapter to explain and 
solve all the equations. The complete solution of the 
three-compartment model can be found in the liter-
ature [13,14].

Front-end kinetics to optimize 
compartmental models
In a classical multicompartmental mammalian 
pharmacokinetic model, intravenously adminis-
tered drugs are assumed to mix instantaneously in 
an initial distribution volume (Vc) that includes, at a 
minimum, the intravascular space. In reality, the 
volume of distribution of a drug expands with a time 
course dependent on the physiological environment 
and chemical characteristics of the drug. As a result, 
the estimate of Vc will be smaller when earlier blood 
sampling is applied. Nonetheless, conventional 
pharmacokinetic models overestimate because they 
ignore the complexity of intravenous mixing [15].

Recirculatory multicompartmental pharmacoki-
netic modelling can be applied to describe drug 
disposition from the moment of rapid intravenous 
injection. These models retain the relative simplicity 
of mammalian models, but incorporate descriptions 
of key physiological processes that have emerged as 
important determinants of intravenously injected 
drug disposition. In the fi t of the recirculatory model 
to the data, the concentration at time zero is zero and 
there is a delay between the time the drug is adminis-
tered and the time the drug appears at the sampling 
site. This model fi ts the early arterial concentrations 
of samples obtained soon after rapid intravenous 
input. Pulmonary uptake, injection rate, intravascu-
lar mixing and the infl uence of the cardiac output on 
this phenomenon are taken into account. First appli-
cations of these recirculatory multicompartmental 
models have recently been published [15,16].

Non-linear compartmental models
When drug behaviour is studied by pharmacokinetic 
models, it is mostly assumed that distribution and 
elimination are fi rst-order processes resulting in a 
linear relationship between concentration at any 
time and dose. This assumption is only correct if 
elimination and transport processes never become 
saturated. When saturation occurs (e.g. saturation of 
an enzyme system), the rate of drug elimination 
reaches a maximum and becomes concentration in-
dependent [12]. For a single non-linear compart-
mental model, the elimination rate (ER) can be 
described as:

ER
V C t

K C t
n

m

=
+

u

u

)(

( )
 (28)

where Cu(t) is the concentration of the unbound drug 
at time t and Km is the Michaelis–Menten constant, 
which is the concentration at which the rate is half 
maximum, Vm. When Cu<< Km, then the process is 
not saturated and the rate is dependent on the con-
centration, described as:

ER
V

K
C t Cl C tn

m

= ⋅ = ⋅u u( ) ( )  (29)

In contrast, when Cu is much greater than Km, satura-
tion occurs, the elimination rate approaches Vm and 
is concentration independent (ER = Vm).
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Physiological models
The description of physiological drug models de-
pends on the interpretation of drug distribution in 
terms of anatomical or physiological spaces, which 
have defi ned volumes, perfusion characteristics and 
partition coeffi cients. Individual compartments may 
have ‘fl ow-limited’ or ‘membrane-limited’ charac-
teristics (depending on whether blood fl ow or trans-
membrane transport is the limiting factor governing 
drug uptake). This means that the time course of 
drug or metabolite levels in the various ‘physiologi-
cal’ organs or compartments is calculated using blood 
fl ow rate through each particular region, diffusion of 
the drug between blood and tissue, and the relative 
affi nity of drug for blood and the various tissues and 
organs [17].

These complex physiologically based pharmacoki-
netic models have been used to describe the disposi-
tion of volatile anaesthetics [18]. For intravenously 
administered agents, however, their application has 
been sporadic because of the large number of param-
eters involved in the studies to determine the 
models. Therefore, their application is justifi ed only 
when detailed mechanisms of drug metabolism or 
excretion by liver, kidney, lung or other organs is re-
quired or when specifi c tissue localization should be 
depicted (e.g. anticancer drugs).

Connecting pharmacokinetics 
and dynamics
The time course of drug concentration, defi ned as 
the pharmacokinetics of the drug, cannot in itself 
predict the time course or magnitude of drug effect. 
In clinical practice, a delay is frequently observed be-
tween the moment of peak plasma concentration, 
peak concentration at the effect site and peak drug 
effect. This delay occurs when the plasma is not the 
site of drug action, but only a means of transport, 
and is called counterclockwise or anticlockwise 
hysteresis. Drugs exert their biological effect at the 
‘biophase’, also called the effect site, which is the im-
mediate area where the drug acts on the body, and 
includes membranes, receptors and enzymes. The 
study of the concentration–effect relationship is 
called pharmacodynamics and is covered elsewhere 
in this book. Problems resulting from temporal dis-
equilibrium (hysteresis) can be overcome by using 

the concept of the effect compartment model [19,20] 
in which drug response is modelled against drug con-
centration in a hypothetical effect compartment. 
The concentration of the drug in this theoretical 
compartment is directly related to the measured 
drug effect.

The effect compartment is an additional compart-
ment linked to the central compartment of the mam-
millary pharmacokinetic model, as shown in Fig. 1.5. 
The effect compartment receives drug from the cen-
tral compartment by a fi rst-order process, expressed 
by a fi rst-order rate constant, ke1. The actual mass of 
drug reaching the effect compartment is negligible. It 
is assumed that the effect compartment kinetics do 
not affect the pharmacokinetic model. Given these 
assumptions, the effect compartment can be consid-
ered a compartmental model with an input defi ned 
by a fi rst-order rate constant (ke1) and a fi rst-order 
rate constant defi ning the output (ke0). The time to 
reach a steady-state concentration in this effect com-
partment is dependent on the elimination from the 
effect compartment. A clarifi cation of this statement 
is found in equation 30

Ce = CSSe (1 − e −ke0t) (30)

The term Ce defi nes the drug concentration in the 
effect compartment, CSSe refers to the concentration 
at steady-state or the concentration that will be 
reached in the effect compartment after equilibra-
tion with the concentration in the central compart-
ment of the pharmacokinetic model. The time to 
reach a steady-state is solely dependent on the ke0. 
This rate constant can precisely characterize the tem-
poral aspect of equilibration between plasma con-
centration and drug effect. The rate constant ke0 in 
the pharmacokinetic model, together with a phar-
macodynamic model (e.g. the sigmoid Emax model) 
driven by the predicted effect site concentration, al-
lows us to characterize the effect data directly to the 
plasma concentration using non-linear regression 
analysis. This step simultaneously yields estimations 
of the pharmacokinetic and pharmacodynamic vari-
ables. The exact equations for the combination of 
an effect compartment with a three-compartment 
mammillary model can be found in the literature 
[19].
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Population pharmacokinetic analysis
The pharmacokinetic characteristics of a specifi c 
drug are usually reported as mean population varia-
bles. However, it is crucial to reveal additional infor-
mation about the magnitude of variability in the 
population receiving the drug. The analysis of pooled 
data from many subjects, or summary statistics de-
rived from individual pharmacokinetic studies, are 
generally considered to be unsatisfactory methods 
for population analysis. Although this pooled approach 
will describe the observations well most of the time 
(because the objective function for the regression 
model is precisely that  —  to minimize the error be-
tween model prediction and the observed value), 
this pooled approach is ‘naïve’ and does not take into 
account specifi c population variability. Failure to ap-
preciate the magnitude of variability in the pharma-
cology of a drug can compromise fi xed dose clinical 
trials outcomes by making the drug appear less effec-
tive or more toxic [21].

Population pharmacokinetic analysis is crucial 
during every drug development as it has considera-
ble predictive value. Previously, a ‘two-stage’ approach 
was applied to characterize population variability. In 
this case, pharmacokinetic data are derived for every 
individual from the population and then population 
mean (and standard deviations) are calculated to de-
pict the population and its variability. Although re-
ported frequently in the literature, the major problem 
of the two-stage approach is that it fails to address the 
two major sources of population variability: intra- 
versus interindividual variability [22].

When obtaining multiple blood samples from var-
ious patients to calculate the population pharmaco-

kinetic model, two problems are faced. First, there is 
a random intra-individual variability resulting from 
unavoidable (small) errors in the assay method or in-
dividual variability. Secondly, there is an interindi-
vidual variability which can be defi ned as randomized 
effects (not measurable difference between individ-
uals) or fi xed effects (measurable, also defi ned as 
covariates). Even after having entered all possible 
covariates (e.g. age, weight, height, gender, body 
surface, lean body mass), randomized effects will still 
exist. To be able to reveal all possible sources and ex-
planations of population variability, sophisticated 
statistical analysis, called non-linear mixed effect model-
ling, is required. Various commercially available soft-
ware packages are able to process population data 
using such modelling [20,23–27].

Pharmacological changes resulting 
from physiological and 
pathophysiological alterations

The different pharmacokinetic processes explained 
above may be altered because of physiological and 
pathophysiological effects leading to changes in free 
concentration at the effect site, and eventually to 
alterations in drug effect. Changes in drug effect 
may also result from changes in pharmacodynamics 
such as alterations in intrinsic drug effi cacy or end 
organ sensitivity to the drug. These events make up 
the pharmacodynamics of a drug. Both pharmacoki-
netics and pharmacodynamics are susceptible to 
physiological processes and pathophysiological 
conditions. The potential impact of age, pregnancy, 
chronopharmacology, obesity and renal, liver, 

Drug administration

k21

k1e

ke0

k10

k12

k31

k13

I

V2
Rapidly equilibrating

compartment

V1
Central

compartment

V3
Slowly equilibrating

compartment

Effect-site
compartment

Figure 1.5 The three-compartment 
pharmacokinetic model enlarged with 
an effect site compartment.
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circulatory and respiratory failure, head injury and 
cardiopulmonary bypass on the pharmacology of the 
drug are discussed. The examples used to illustrate 
this section focus on drugs frequently used during 
anaesthesia.

Age
With increasing age, multiple physiological and 
pathophysiological changes occur in the cerebrovas-
cular, cardiovascular, respiratory, renal and hepatic 
systems, resulting in pharmacological changes such 
as a reduction in excretion and metabolism, and an 
increased CNS sensitivity [28]. The changes may re-
sult in an increased drug effect, reduced elimination 
rate and prolonged duration of drug action. The in-
crease in body fat, reduction in muscle mass and de-
crease in total body water with age may result in an 
increase of distribution volume for lipophilic drugs, 
and decrease for hydrophilic drugs.

For most intravenous hypnotic agents, such as 
midazolam [29] and propofol [30], and for the in-
halational anaesthetic agents, the increased sensitiv-
ity with age is, at least in part, explained by altered 
pharmacodynamics. For opioids, the pharmacody-
namic involvement is not always clear. The pro-
longed opioid effect of sufentanil in elderly patients 
has been attributed to alterations in pharmacody-
namics [31], whereas for alfentanil changes in phar-
macokinetics have been suggested to account for the 
lower dose requirement in elderly patients [32]. For 
neuromuscular agents, the increased effect in the 
elderly appears to be caused by altered pharmacoki-
netics resulting in a decreased clearance because of 
an age-related decrease in renal and hepatic 
function.

Physiological changes also infl uence the pharma-
cokinetics of drugs in children [33]. The neonatal 
phase is characterized by rapid and dramatic changes 
of organ function. Changes in body composition and 
the content of plasma proteins infl uence volume of 
distribution, the drug distribution to different com-
partments and the amount of free drug in plasma. A 
decrease in extracellular fl uid space during the fi rst 
year of life infl uences distribution volume of neu-
romuscular blocking agents which are polar drugs 
whose distribution is restricted to the extracellular 
fl uid space [34]. Thus, weight-normalized doses of 

neuromuscular blocking agents yield smaller plasma 
concentrations in neonates or infants than in chil-
dren or adults. Pharmacokinetics of propofol in 
children are characterized by a larger central com-
partment volume, which is consistent with the high-
er induction dose requirement reported for children 
[35]. As a result of the immaturity of the hepatic mi-
crosomal systems there is decreased metabolism of 
agents such as diazepam, midazolam and morphine 
[33]. In the fi rst year of life, capacity of the enzymatic 
systems increase, which is accompanied by increased 
drug clearance. For remifentanil, which is metabo-
lized by tissue and plasma esterases, the opposite is 
observed, with an increased clearance in young in-
fants compared with older children and young adults 
[36]. Beyond the neonatal period, the pharmacology 
of most opioid analgesics are not markedly different 
from those of adults [37]. Maturational changes may 
also occur in pharmacodynamics (e.g. increased sen-
sitivity to neuromuscular blocking agents in younger 
patients) [34].

Pregnancy
Throughout pregnancy there are marked physiolog-
ical changes that may have a signifi cant infl uence on 
the pharmacokinetics of drugs [38]. The increased 
minute ventilation, decreased functional residual 
capacity and increased cardiac output may result in 
increased pulmonary uptake of gases, leading to 
decreased anaesthetic requirement in pregnancy. 
However, the rate of induction with inhalational an-
aesthetic agents is not necessarily faster because this 
depends on both pulmonary equilibration kinetics 
and tissue distribution kinetics. Apparent distribu-
tion volumes of drugs may increase during preg-
nancy because of the expansion of fl uid volume and 
the presence of fetal and placental tissues resulting in 
an increased elimination half-life. However, con-
trary to what one would expect, these changes in 
distribution volume are not observed with the polar 
neuromuscular relaxants, for which distribution 
volumes are unchanged during pregnancy [39]. The 
increased cardiac output may accelerate the onset of 
action of induction agents and neuromuscular block-
ers. Unbound drug fraction may increase during 
pregnancy because of reduced albumin concentra-
tion and endogenous displacing substances. With re-
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gard to metabolism, both inhibition and induction of 
enzymes have been reported during pregnancy. The 
increased thiopental clearance during pregnancy has 
been attributed to hormonal enzyme induction. He-
patic blood fl ow is thought to be unchanged during 
pregnancy, although clearance of propofol, which is 
considered blood fl ow dependent, has been reported 
to be increased during pregnancy, and increased ex-
trahepatic clearance can probably account for this 
observation. Renal plasma fl ow is increased, result-
ing in increased renal drug excretion, and the in-
creased clearance of pancuronium during caesarian 
section has been explained by the increased glomer-
ular fi ltration rate [39]. Elimination of inhalational 
anaesthetics is expected to be enhanced by the in-
creased minute ventilation. Apart from pharmacoki-
netic changes, pharmacodynamics of drugs, although 
not well investigated in pregnancy, may also be in-
fl uenced by the physiological processes occurring. 
For instance, an increased pain threshold during 
pregnancy, mediated by endorphins, may theoreti-
cally infl uence opioid effects. The prolonged apnoea 
following large doses of succinylcholine in pregnan-
cy may be explained by decreased plasma pseudo-
cholinesterases [39].

Chronopharmacology
Chronopharmacology is the infl uence of circadian 
rhythm on the pharmacology of drugs. Pharmaco-
logical parameters are infl uenced by different physi-
ological functions displaying circadian rhythm [40]. 
Information regarding circadian rhythms for general 
anaesthesia remains fragmentary. Barbiturates are 
more effective in the evening than in the morning, 
which has been explained by endogenous variation 
in hepatic drug metabolism and by diurnal changes 
in GABAergic activity. A temporal pattern in phar-
macology has also been observed for midazolam, 
with a higher clearance after an intravenous dose in 
the late afternoon than after a morning dose and a 
circadian fl uctuation in the sensitivity of the CNS. No 
data are currently available regarding circadian 
changes for propofol or etomidate. Diurnal changes 
in the effi cacy of halothane has been investigated 
and it was found that its greatest effi cacy occurred in 
the early morning, which may theoretically be ex-
plained by circadian rhythmicity in receptor activity 

as well as distribution and metabolism. Circadian 
changes in pancuronium requirements could be ex-
plained by time-dependent changes in renal elimi-
nation and cholinesterase activity. Diurnal variation 
in pain perception has been shown to be highly rele-
vant to the daily practice of pain management, lead-
ing to variations in the need for analgesics at different 
times of day.

Obesity
Obesity can signifi cantly alter the tissue distribution 
and elimination of drugs, and may necessitate modi-
fi ed loading and/or maintenance doses [41]. The al-
tered pathophysiology of the obese body can affect 
drug distribution because of changes in body compo-
sition, regional blood fl ow and binding to plasma 
proteins. In obese people, the percentage of fat per 
kilogram of total body weight is markedly increased, 
whereas that of lean tissue is reduced. Cardiac per-
formance may be impaired and tissue blood fl ow per 
gram of fat can be signifi cantly decreased. There is 
also uncertainty about the binding of drugs to plasma 
proteins in obese patients. Increased α1-acid glyco-
protein acid levels may lead to increased protein 
binding of drugs. The behaviour of molecules with 
weak or moderate lipophilicity (e.g. vecuronium, ro-
curonium) is generally rather predictable, as these 
drugs are distributed mainly in lean tissues, and 
the dosage of these drugs should be based on the 
ideal body weight. For highly lipophilic drugs (e.g. 
remifentanil), there are great discrepancies in distri-
bution in obese individuals, and the size of the distri-
bution volume is not always correlated with the 
degree of lipophilicity.

Some data suggest that the activities of hepatic cy-
tochrome P450 isoforms are altered in obesity, but 
no clear overview of drug hepatic metabolism is cur-
rently available. Pharmacokinetic studies provide 
differing data on renal function in obese patients. 
Clearance and distribution volumes of propofol have 
been correlated with total body weight in obese pa-
tients, so that the values of the elimination half-life 
in non-obese and obese individuals are similar. This 
can explain why there are no signs of drug accumu-
lation in obese patients. For sufentanil, clearance 
and distribution volume corrected per kilogram 
of total body weight were similar in obese and 
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non-obese patients, whereas for remifentanil these 
parameters were signifi cantly smaller in obese pa-
tients. Accordingly, remifentanil doses for obese pa-
tients should be based on ideal body weight.

Liver failure
The liver is the major route for elimination of a wide 
variety of drugs. Biotransformation, liver blood fl ow, 
protein binding and biliary excretion, which can all 
potentially infl uence drug pharmacokinetics, de-
pend upon the normal functioning of the liver. Im-
paired liver function may therefore lead to signifi cant 
alterations in the pharmacokinetics of many drugs, 
necessitating dosage adjustment. Most information 
about the infl uence of liver insuffi ciency on the 
pharmacokinetics of drugs comes from patients with 
hepatic cirrhosis. However, other disease conditions 
such as hypothermia, hypotension and sepsis may 
also be associated with impaired liver function. Stud-
ies show that more than 50% of critically ill patients 
have hepatic dysfunction.

In order to fully understand the impact of liver fail-
ure on the pharmacokinetics of a particular drug, the 
underlying determinants of hepatic drug clearance 
must be well understood (see above). Measurement 
of endogenous substances such as bilirubin, bile pig-
ments, albumin and enzymes have been used to as-
sess liver function. However, unlike the assessment 
of renal function by measuring creatinine clearance, 
these parameters have not proven to be generally 
useful. Liver function tests do not generally correlate 
well with important physiological determinants of 
drug disposition such as liver blood fl ow and intrinsic 
clearance.

The histopathological changes occurring in liver 
cirrhosis are associated with a reduction in liver 
blood fl ow, the presence of portosystemic shunting 
and a reduction in the number and in the activity of 
the hepatocytes. The clinical manifestations of cir-
rhosis such as varices, oedema and ascites may also 
contribute to alterations in the pharmacokinetic be-
haviour of many drugs [42]. Impaired albumin pro-
duction in cirrhotic patients may reduce plasma 
binding and thus increase the free drug fraction. In 
addition, drug absorption may be markedly altered 
in cirrhosis. A decrease in the fraction of the me-
senteric blood fl ow passing through the liver (due to 

portosystemic shunts) and decreased activity of drug 
metabolizing enzymes may result in an increased 
bioavailability of some orally administered drugs, 
such as midazolam and morphine. Drug distribution 
of certain drugs in cirrhotic patients may be increased 
because of reduced plasma protein levels and 
changes in body composition (ascites, oedema). An 
increased distribution volume of rocuronium in 
patients with liver disease results in a longer elimina-
tion half-life and a prolonged recovery time [43]. 
Hepatic clearance of high extraction drugs in cirrhot-
ic patients is expected to be decreased because of im-
paired hepatic blood fl ow resulting from extra- and 
intrahepatic shunts. Morphine clearance was found 
to be decreased in cirrhosis [44]. However, contrary 
to what one would expect, there was no reduction in 
clearance of the high extraction drugs propofol 
[45,46], fentanyl and sufentanil [47] in cirrhotic pa-
tients. Clearance of low extraction drugs may be im-
paired because of hepatocellular damage, whereas 
an increase in free drug fraction may facilitate 
hepatic clearance of these drugs. Oxidative metabol-
ic reactions, catalysed by CYP enzymes, appear to be 
more affected than glucuronidation in cirrhotic pa-
tients; reduced oxidation of alfentanil in patients 
with cirrhosis resulted in a decreased clearance [48]. 
Reduced midazolam clearance in cirrhotic patients 
was also observed [49], which may be explained by a 
reduced CYP3A4 isoenzyme activity. The pharma-
cokinetics of remifentanil, which is metabolized by 
tissue and plasma esterases, appear to be unaffected 
in liver disease [48]. In liver cirrhosis, extrahepatic 
metabolism may compensate, at least in part, for the 
impaired metabolism of the drug by hepatic en-
zymes. Biliary obstruction in liver cirrhosis may also 
lead to impaired biliary excretion of drugs and/or 
their metabolites.

Cardiovascular failure, resulting from, for in-
stance, sepsis, cardiogenic and hypovolaemic shock, 
may also affect hepatic clearance [50–53]. In-
adequate hepatic perfusion during cardiovascular 
failure is expected to decrease clearance of high ex-
traction drugs, as has been shown for morphine in 
septic shock patients. Respiratory failure, requiring 
mechanical ventilation, often develops during car-
diovascular failure. The reduction in cardiac output 
and liver blood fl ow induced by mechanical ventila-
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tion is also expected to decrease clearance of high 
extraction drugs. The use of vasopressor agents 
may also alter hepatic blood fl ow, thereby infl uen-
cing drug clearance. Hepatocellular enzyme activity 
is often reduced during cardiovascular failure, lead-
ing to decreased clearance of low extraction drugs, 
and is presumably infl uenced by factors such as 
organ perfusion, intracellular oxygen tension and 
cofactor availability. The CYP enzyme system has 
been shown to be markedly altered in critical ill-
nesses, and to a greater extent than the phase II en-
zymes. This may be because the CYP enzyme system 
is located in the more hypoxic central region of the 
liver lobule and therefore is more sensitive to hypox-
ia. Hypoxaemia results in reduced enzyme produc-
tion in the liver, reduced effi ciency of the enzyme 
present and decreased oxygen available for drug oxi-
dation. Exposure of isolated human hepatocytes to 
hypoxia for several days resulted in a reduction in 
the CYP enzymes, with certain CYP families more af-
fected than others. In patients with congestive heart 
failure, clearance of antipyrine was reduced; this is 
a low extraction drug independent of hepatic blood 
fl ow, often used as a model substrate for microsomal 
oxidative metabolism [54]. Clearance of midazolam 
was also found to be decreased in these patients [55]. 
Hepatic drug metabolism in sepsis may also be 
reduced by the nitric oxide mediated inhibition of 
CYP-dependent drug metabolism. In vitro experi-
ments using human hepatocytes showed that cy-
tokines may also reduce CYP expression. Temporary 
failure of midazolam metabolism in patients with 
sepsis, attributed to changes in hepatic blood fl ow 
and/or hepatic enzyme activity, has been reported 
[56]. Interestingly, serum from septic patients de-
creased CYP3A4-mediated metabolism of mida-
zolam in vitro, which has been attributed to the 
depressant effects of cytokines.

Renal failure
The kidneys are responsible for the excretion of 
many drugs, both the parent drug and its metabo-
lites. The urinary excretion of a drug is the net result 
of fi ltration, secretion and reabsorption. The causes 
of renal impairment are numerous and can be 
divided into prerenal, renal and postrenal causes. 
Septic shock, for instance, initially results in a prere-

nal type of acute renal failure, which then leads to 
the full picture of tubular/obstructive acute renal 
failure. In renal failure, both the parent drug and 
metabolites may accumulate.

Renal failure may also infl uence drug distribution 
[52]. A decrease in albumin concentration, changes 
in albumin structure, and competition between en-
dogenous substances and drugs at albumin binding 
sites may increase free drug fraction during renal 
failure. This may theoretically increase drug effect 
for intravenously administered high extraction drugs 
extensively bound to albumin, and drug distribution 
volume. Both distribution volume and clearance of 
midazolam were found to be increased in patients 
with chronic renal failure, which has been attributed 
to reduced protein binding and a higher free drug 
fraction [57]. Metabolic acidosis occurring during 
renal failure may also be expected to affect drug dis-
tribution. For drugs that are weak acids, a decrease in 
pH will result in an increase in the non-ionized frac-
tion, which may theoretically enhance drug distri-
bution, whereas for weak bases the opposite may 
occur. Fluid retention is also a feature of renal fail-
ure, resulting in changes in total body water and the 
distribution of many drugs.

The kidneys have a modest capacity for autoregu-
lation, and when renal blood fl ow is moderately 
reduced (10–20%), the glomerular fi ltration rate 
does not fall. Further reductions in blood fl ow re-
sulting from, for example, cardiovascular failure, 
may compromise kidney perfusion as part of homeo-
s tasis, resulting in decreased glomerular fi ltration 
and a reduction in renal drug clearance. Clearance 
of drugs that are only fi ltered and not secreted or 
reabsorbed, is determined by both glomerular 
fi ltration rate and the free drug fraction. The phar-
macokinetics of morphine and its glucuronide 
metabolites, morphine-3-glucuronide and mor-
phine-6-glucuronide, have been investigated in in-
tensive care patients with renal failure [58]. The two 
metabolites are eliminated by renal fi ltration only, 
and a linear relationship between renal function and 
the renal clearances of the two metabolites was 
found. Renal failure may thus result in higher plas-
ma concentrations of these active metabolites. The 
latter was confi rmed in another study in which the 
increased susceptibility to morphine in patients with 
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renal failure was explained by the observed accu-
mulation of the active metabolite morphine-
6-glucuronide in cerebrospinal fl uid. The 
pharmacokinetics of the synthetic opioids alfentanil, 
sufentanil and remifentanil have been found to be 
little changed in patients with renal failure whereas 
continuous administration of fentanyl, although 
primarily metabolized in the liver, was found to re-
sult in prolonged sedation [59]. Prolonged sedation 
has also been observed after administration of mida-
zolam in critically ill patients with renal failure, 
which has been attributed to accumulation of the 
active conjugate metabolite. No changes in pharma-
cokinetics of propofol, which is mainly metabolized 
in the liver, were found in patients with end-stage 
renal disease [60]. One study even found higher 
propofol requirements in patients with end-stage 
renal disease, which has been attributed to the hy-
perdynamic circulation caused by anaemia in these 
patients [61]. In patients with chronic renal failure, 
plasma clearance of vecuronium, which mainly un-
dergoes hepatic elimination [62] resulting in an ac-
tive metabolite, was found to be decreased. Also for 
rapacuronium [63], pancuronium and their potent 
metabolites, decreased clearance was observed in 
patients with renal failure. However, pharmacoki-
netics of atracurium were found to be unaffected by 
renal failure, explained by its spontaneous chemical 
degradation and ester hydrolysis. However, concern 
has been expressed about possible accumulation of 
its principal metabolite laudanosine in patients with 
renal failure. Renal failure was found to have little 
impact on the duration of action of rocuronium and 
cisatracurium [64]. Besides renal fi ltration, urinary 
drug secretion may also be part of the renal excre-
tion process for certain drugs. Urinary drug secretion 
may be infl uenced by protein binding, depending on 
the effi ciency of the secretion process, and on the 
contact time at the secretory sites. By analogy with 
hepatic metabolism, drugs that are almost complete-
ly removed from blood within the time they are in 
contact with the active transport site, secretion is de-
pendent on blood fl ow but independent of protein 
binding, and reduced renal blood fl ow may be ex-
pected to slow elimination.

Tubular reabsorption may also occur with certain 
drugs. During cardiovascular failure, reabsorption 

may be expected to increase as a consequence of 
decreased urine fl ow accompanying a decrease in 
glomerular fi ltration rate, but documentation of 
clinically important decreases in drug excretion as a 
result of this mechanism is lacking.

Circulatory failure
Circulatory failure caused by, for example, sepsis, 
cardiac failure or haemorrhage, is a common cause 
of altered pharmacokinetics [50–53,65,66]. A dra-
matic illustration of the impact of haemorrhage on 
the pharmacology of anaesthetics has been provided 
by Halford [67], who, in 1943, described an increased 
mortality rate in wounded military personnel during 
surgery under thiopental anaesthesia at the begin-
ning of the Second World War. Regardless of aetiol-
ogy, circulatory failure results in a redistribution of 
cardiac output with blood shunted away from less 
vital organs such as kidneys, spleen and gut to vital 
organs such as heart and brain. This may result in a 
disproportionate fraction of the available cardiac 
output delivered to the heart and brain. These 
changes in blood fl ow during haemodynamic shock 
may theoretically be expected to infl uence the 
pharmacokinetics of a drug by affecting absorption, 
distribution, metabolism and excretion. The phar-
macodynamics may also be altered by changes in, for 
example, end organ sensitivity.

Circulatory dysfunction results in a decreased 
perfusion of muscles, skin and splanchnic organs. 
Absorption of drugs from sites with impaired blood 
fl ow is slow, sometimes incomplete, and subject to 
changes in circulatory status. Thus, the oral, transder-
mal, subcutaneous and intramuscular routes may 
not be reliable in critically ill patients, and an intra-
vascular route is preferred. Cardiovascular failure 
will indeed result in a reduced enteral absorption of 
drugs not only because of the decreased forward 
fl ow (reduced organ perfusion), but also because of 
the increased back pressure (venous congestion) 
in the gut circulation. Gut hypoperfusion and poor 
absorption of drugs may theoretically also be wors-
ened by mucosal oedema caused by hypoprote-
inaemia. Moreover, gastrointestinal failure is often 
present in the critically ill patient because of gut 
hypomotility (e.g. after surgery) caused by the con-
stellation of organ failure associated with sepsis or 
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as a result of the administration of opioids for 
analgesia.

The rate and extent of distribution of a drug is de-
termined by cardiac output, regional blood fl ow, the 
drug permeability of the tissue membranes and the 
relative distribution of the drug between tissue and 
blood. The latter is dependent on the binding of the 
drug in blood and tissues, the tissue mass, the lipid 
solubility of the drug and, for ionizable drugs, the 
pKa and the pH of the environment. All these deter-
minants of distribution may change during circula-
tory failure, thereby altering the drug distribution 
volume.

Cardiovascular failure with a reduction of cardiac 
output may result in decreased drug distribution re-
sulting in the homeostatic redistribution of blood 
fl ow away from less vital organs with preservation of 
blood fl ow to heart and brain. This phenomenon 
may be important for rapidly intravenously adminis-
tered drugs with a high degree of lipid solubility, such 
as anaesthetics, and may result in an increased risk of 
CNS effects. Benowitz et al. [68] illustrated this prin-
ciple by using a computer simulation of lidocaine ki-
netics for a 70-kg person in normal and hypovolaemic 
conditions following simulated removal of 30% of 
the blood volume. Following lidocaine administra-
tion, the amount of drug in the blood pool is higher 
during haemorrhage because the blood volume is 
smaller and because perfusion of other tissues is de-
creased. As a result of the higher blood concentra-
tions and the autoregulation of brain blood fl ow, 
lidocaine content in the brain is much higher in early 
phases, explaining why CNS toxicity may result 
when standard lidocaine doses are administered to 
patients with circulatory failure. The slower and de-
creased distribution of lidocaine to the muscles dur-
ing haemorrhage results from the homoeostatic 
vasoconstriction in this organ.

Systemic infl ammatory response syndrome has a 
widespread effect on the endothelium leading to 
increased capillary permeability which may result 
in accumulation of fl uids in the interstitial space. 
This so-called ‘third spacing’ phenomenon may af-
fect the distribution of drugs, particularly those with 
a small distribution volume. Endothelial barrier dis-
ruption may also lead to leakage of proteins away 
from the blood pool thereby infl uencing drug distri-

bution. Sepsis may also be expected to infl uence 
other tissue membranes, and meningeal infl amma-
tion, for instance, has been shown to increase the 
permeability of the blood–brain barrier. This is im-
portant for hydrophilic drugs, whereas penetration 
of more lipophilic compounds was found to be less 
dependent on the function of the blood–brain 
barrier.

Changes in the plasma protein binding of drugs 
during circulatory failure may be caused by changes 
in the concentration of the plasma proteins to which 
they are bound, by competition of endogenous sub-
stances for binding sites or by changes in the binding 
characteristics. Critical illness can cause increased 
concentrations of acute phase reactant proteins like 
α1-acid glycoprotein which is a major binding pro-
tein for basic drugs such as alfentanil. Increases in the 
concentration of α1-acid glycoprotein will decrease 
the unbound fraction of drugs that bind to this pro-
tein in the plasma, and result in a decreased distribu-
tion volume. In contrast, reduction in the level of 
serum albumin during critical illness because of re-
duced dietary protein intake, increased capillary per-
meability, haemodilution, renal loss and/or reduced 
hepatic synthesis may increase the free drug fraction 
of drugs that bind to albumin resulting in an in-
creased distribution volume. For midazolam, which 
is extensively bound to albumin, a negative correla-
tion was found between its distribution volume and 
the plasma albumin concentration in intensive care 
patients [69].

Fluid retention, as part of the homeostasis in 
response to a failing heart and as a result of fl uids 
administered during resuscitation, may increase the 
volume of distribution. Alterations in dis tribution 
volume may also be expected from changes in 
tissue volume. Changes in general lean body mass 
and total body fat are likely to be of importance for 
the drug distribution volume. For instance, total 
body fat will decrease during sepsis because of stimu-
lation of lipolysis and reduction of lipogenesis.

Reduced organ perfusion causes anaerobic metab-
olism and metabolic acidosis which may alter the dis-
tribution of ionizable drugs. The latter may also result 
from pH changes resulting from respiratory and kid-
ney failure. No data are available on the infl uence 
of changes in pH on drug distribution during 
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circulat ory failure. For drugs that are weak acids, a 
decrease in pH will result in an increase in the non-
ionized fraction, which may theoretically enhance 
drug distribution, whereas for weak bases the oppo-
site may occur.

Respiratory failure
Respiratory disorders induce several pathophy-
siological changes involving gas exchange and 
acid–base balance, regional haemodynamics, and al-
terations of the alveolar-capillary membrane which 
may affect absorption, distribution and elimination 
of drugs [70]. Changes in blood pH are expected to 
alter plasma protein binding and volume of distribu-
tion. Decreased cardiac output and hepatic blood 
fl ow in patients resulting from right ventricular fail-
ure or mechanical ventilation are expected to cause 
an increase in the plasma concentration of drugs 
with a high hepatic extraction ratio (see above). The 
same mechanisms may be responsible for a decreased 
renal elimination of drugs during respiratory failure. 
Acute and chronic lung disease can result in hypoxia, 
which may have signifi cant effects on the enzymes 
responsible, leading to decreased biotransformation 
of drugs with a low extraction ratio [51]. However, 
clinical data on the effects of lung disease on the 
clearance of drugs are lacking.

Head injury
Patients with head injury may develop profound 
metabolic changes resulting in a hypermetabolic, 
hypercatabolic and hyperdynamic state. These 
changes may be expected to alter pharmacokinetics. 
Hepatic oxidative and conjugative metabolism have 
indeed been shown to be signifi cantly increased 
over time in patients after acute head injury [71], re-
sulting in increased metabolism of, for instance, 
pentobarbital, thiopental and lorazepam [72]. Hy-
poalbuminaemia and a rise in α1-acid glycoprotein 
accompanying the acute phase response in patients 
with head injury are expected to alter both drug dis-
tribution and metabolism.

Cardiopulmonary bypass
Cardiopulmonary bypass is accompanied by pro-
found changes that may alter the pharmacokinetics 
of drugs [73,74]. For many drugs, such as mida-

zolam, propofol, etomidate, pancuronium, fentanyl, 
alfentanil and sufentanil, an abrupt decrease in 
serum concentration has been observed upon initia-
tion of bypass which is explained by haemodilution 
and an increase in distribution resulting from de-
creased protein binding. For opiates, adsorption to 
the bypass apparatus was shown to be important. 
The gradual increase in serum concentrations seen 
during cardiopulmonary bypass after the initial fall 
as has been observed for midazolam, etomidate and 
sufentanil is usually explained by redistribution of 
the drug from tissues to the serum and/or a decrease 
in its elimination. The latter can be caused by impair-
ment of renal or hepatic clearance resulting from 
lowered perfusion and hypothermia. The same phe-
nomena are thought to explain why in the post-by-
pass period a concentration increase occurs, or at 
least a slower decrease than expected; this has been 
observed for drugs such as midazolam, etomidate 
and fentanyl.
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CHAPTER 2

Pharmacodynamics
Susan Hill

Introduction

Pharmacodynamics describes the way in which a 
drug effects change in the body. There is a number of 
ways in which this can happen: as a result of physico-
chemical interaction, such as the acid-neutralizing 
effect of sodium citrate or as a result of enzyme inhi-
bition, such as the anti-infl ammatory effects of aspi-
rin on cyclo-oxygenase enzymes. However, many 
drugs interact specifi cally with endogenous recep-
tors, macromolecules that act as signal transducers 
between drug binding and response. The term ‘re-
ceptive substance’ was fi rst used by Langley at the 
end of the 19th century. Many drugs of importance 
to the anaesthetist interact with receptors; for exam-
ple propofol and isofl urane act at central GABAA re-
ceptors and neuromuscular blocking agents prevent 
the action of acetylcholine (ACh) at the nicotinic 
cholinergic receptors at the motor endplate. With 
modern technological advances both in X-ray crys-
tallography and gene sequencing, we now know the 
three-dimensional structure and amino acid se-
quences of many receptors. Some are multisubunit 
transmembrane proteins that are associated with 
very rapid response signalling due to ion channel 
opening, as are the nicotinic ACh and GABAA recep-
tors. There is also a very large number of heptahelical 
transmembrane receptors that require coupling with 
secondary proteins, G-proteins, before signal trans-
duction can be effected: opioid drugs such as mor-
phine act through such G-protein-coupled receptors 
(GPCRs). Still other transmembrane proteins have 
integral enzyme activity associated with their cy-
tosolic face that is activated by extracellular ligand 
binding; for example, the tyrosine kinase activity as-
sociated with the receptor for insulin. Although we 

understand the three-dimensional structure of many 
such receptors, we must also be able to describe the 
dynamics of drug–receptor interaction.

As we will see later, there may be very different ef-
fects observed for transient compared with chronic 
exposure of a receptor to a given drug concentration. 
This chapter fi rst briefl y describes the nature of the 
chemical interactions between drug and receptor, 
then discusses the classic model for drug–receptor 
interaction and concludes with more recent devel-
opments in drug–receptor models that take into 
account such phenomena as constitutive activity, in-
verse agonism and agonist signal traffi cking.

Nature of the interaction between 
drug and receptor

Any pharmacodynamic model must be based on per-
mitted chemical interaction(s) between the drug and 
its receptor. Most drug–receptor interactions are re-
versible, which implies that the chemical forces re-
sponsible for this association must also be reversible. 
A typical receptor may be thought of as one or more 
large proteins each folded into a characteristic three-
dimensional conformation; the shape adopted and 
the interaction between subunits will be determined 
by thermodynamic principles. Successful binding of 
a drug molecule implies a change in energy state with 
a new conformation that has a different thermody-
namic equilibrium.

In chemical terms, there are several possible types 
of bonds that can exist within and between mole-
cules. Biological systems are based on carbon com-
pounds, and receptors and enzymes are organic 
molecules whose atoms are held together by strong 

26
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covalent bonds that require a large energy input in 
order to break them. Covalent bonds are rarely 
involved in drug–receptor interaction although 
enzymes provide the catalytic energy to overcome 
energy barriers to break and remake such bonds. 
Drugs acting as enzyme inhibitors may form a tran-
sient intermediate product involving covalent links 
between enzyme and substrate such as carbamyla-
tion of acetylcholinesterase by neostigmine. Ionic 
bonds are responsible for the electrostatic interac-
tion between atoms that carry opposite charge. Cer-
tain amino acids such as histidine and serine have 
additional carboxylic acid or amine groups that be-
come ionized at pH 7.4 and if present at the receptor 
site will be available for ionic bond formation. An 
example is the binding of edrophonium, which 
carries a permanent charge, to the anionic site of 
acetylcholinesterase.

A less strong electrostatic interaction known as 
hydrogen bonding commonly occurs between or-
ganic molecules. Hydrogen bonds arise when a hy-
drogen bond donator and a hydrogen bond acceptor 
are found in such close proximity that they can form 
a bridge. A hydrogen bond acceptor is a group pos-
sessing a lone pair of electrons such as an amine and 
a hydrogen bond donator is an electronegative atom 
that has a hydrogen atom attached to it, such as a hy-
droxyl group. Each hydrogen bond is much weaker 
than an ionic bond but often several exist in close 
proximity so producing an additive effect. With 
specifi c arrays of amino acids, specialized three-
dimensional structures can be stabilized by hydrogen 
bonds; in G-protein-coupled receptors the three-
dimensional conformation of the seven transmem-
brane domains is stabilized by hydrogen bonds in 
the form of α-helices long enough to span the 
membrane.

The weakest form of association between organic 
molecules is the van der Waals bond, which is only 
effective over a very short distance. Random fl uctua-
tions in the electron clouds around non-polar groups, 
particularly neutral hydrocarbon regions, result in 
areas with a transient excess or defi cit of electrons. 
As a result, weak electrostatic attraction is possible 
between an area with a transient electron defi cit and 
a similar region on a ligand that has a transient excess 
of electrons. This type of interaction explains why 

alkyl groups and aromatic rings are common compo-
nents of drug molecules. Alkyl groups may be able to 
fi t into hydrophobic pockets and aromatic rings into 
hydrophobic slots through van der Waals bonds. 
Many neurotransmitters have such a structure; 
norepinephrine, the natural ligand for adrenocep-
tors, has an aromatic ring and an ethylamine side 
chain. Dipole–dipole interactions exist if there is a 
tendency for the electron cloud of a molecule to be 
asymmetrical along its axis, where one end of the 
molecule becomes relatively negative compared 
with the other. Molecules with dipole moments will 
therefore line-up in parallel.

The association of the drug with its receptor in-
volves several of these bonds. The initial interaction 
is often electrostatic, which brings the drug close to 
the receptor site. Dipole–dipole interactions may in-
fl uence the orientation with which the drug closely 
approaches the binding site. The initial interaction is 
then strengthened by the formation of hydrogen and 
van der Waals bonds; the greater the area of contact 
between drug and active site the greater the density 
of these weaker, stabilizing bonds. The drug will not 
be held so tightly that dissociation is prevented, but 
will be held long enough to distort the three-
dimensional arrangement of the peptide sequences 
in close proximity to the binding site. Such small 
changes are then suffi cient to allow a conformational 
change that triggers the chain of events leading to the 
response. The new conformation will be in thermo-
dynamic equilibrium, depending on the continued 
presence of the drug. The closer the correlation be-
tween the three-dimensional conformation of the 
receptor site and the ligand, the closer the drug can 
approach the active site. This is the lock-and-key 
concept often discussed with reference to substrate 
suitability for enzymes. Because stereoisomers differ 
in their three-dimensional confi guration, often just 
one isomer will activate the receptor.

Occupancy theory: the law of mass action
Early studies on whole tissue preparations identifi ed 
a saturable relationship between drug concentration 
and response, which resembled the hyperbolic 
Michaelis–Menten kinetics for enzyme activity. 
Later studies showed that drug binding was both spe-
cifi c and non-specifi c. Once non-specifi c low-affi nity 
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high-capacity binding is subtracted from overall 
binding a characteristic hyperbolic curve is revealed, 
which refl ects specifi c high-affi nity low-capacity 
binding. The similarity of binding and response 
curves for agonist drugs supported early theories of 
drug receptor interaction based on the law of mass 
action, as for enzyme kinetics.

D + R ↔ DR →→→→ Response

One of the fi rst models of drug–receptor interac-
tion was Clark’s occupancy theory [1], which as-
sumed that physiological response (E) was linearly 
related to fractional receptor occupancy (f) with a 
maximum response when all receptors were occu-
pied. In this model, receptors are analogous to 
switches that can be turned on and off and it is as-
sumed there is a fi xed total number of receptors:

f = [D]/(KD + [D])

A plot of fractional response, f, against concentration 
of agonist drug, [D], is hyperbolic, as required.

When f = ½, the drug concentration is equal to the 
equilibrium dissociation constant (i.e. [D] = KD). For 
agonist drugs this concentration is also known as the 
effective dose producing 50% response (ED50); it is a 
measure of the potency of the drug and allows us to 
compare drugs acting on the same receptor system. 
The semi-logarithmic plot of log (dose) against re-
sponse, which is sigmoid with an almost linear cen-
tral region, allows for better comparison of ED50 for 
different agonists in a given system (Fig. 2.1b). The 
assumption of a linear relationship between receptor 
occupancy and response predicts a linear relation-
ship between 1/E and 1/[D], which can be demon-
strated in a Lineweaver–Burk plot (Fig. 2.1c).

If more than one drug molecule binds to a 
receptor:

nD + R ↔ DnR →→→→ Response

then for the resulting linear relationship:

log(f/(1 − f)) = n  log [D] + log  KD

a plot of log (f/(1 − f)) against log [D], a Hill plot (Fig. 
2.1d), will give a straight line with gradient n. If n is 
non-integer, then cooperative binding is present 
where the binding of the second and subsequent 
molecule to the receptor is easier than for the fi rst, as 

fi rst described for the binding of oxygen to 
haemoglobin.

Developments of the classic 
occupancy model
Although some early experimental evidence sup-
ported the assumptions made in Clark’s model, 
anomalies arose. Not all agonists elicited the same 
maximum physiological responses; the switch was 
not simply ‘on’ or ‘off’, but could be partly on. Those 
drugs that failed to elicit the maximum response as-
sociated with full agonist activity were known as 
partial agonists. In the 1950s, modifi cations to 
Clark’s model made independently by Ariëns [1] and 
Stephenson [2] introduced an empirical constant of 
proportionality between response and fractional oc-
cupancy. Ariëns regarded ‘intrinsic activity’ as a 
property of the agonist, whereas Stephenson de-
scribed ‘effi cacy’ as a property of the tissue. Partial 
agonists were proposed to have an effi cacy above 0 
but less than 1. Furchgott [3] realized that both ago-
nist- and tissue-dependent factors can infl uence re-
sponse, accounting both for partial agonism and 
‘spare receptors’  —  the observation that an agonist 
can exhibit maximal effect with submaximal occu-
pancy. All these models retained the assumption of a 
linear relationship between receptor occupancy and 
response, with affi nity and effi cacy being independ-
ent properties.

Antagonists

So far, we have discussed agonists, drugs that pro-
duce a positive tissue response. Drugs that can inhibit 
the response to agonists are known as antagonists or 
inhibitors; they have affi nity but exert no response 
themselves so in classic terms their effi cacy is 0. An-
tagonists can be either reversible or irreversible, de-
pending on whether the inhibitor is temporarily or 
permanently bound to the receptor. Some inhibitory 
drugs bind irreversibly to the receptor; an example in 
clinical practice is the use of phenoxybenzamine in 
the treatment of thyrotoxicosis.

Reversible antagonists
Classically, there are two types of reversible 
antagonists: competitive and non-competitive. 
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Figure 2.1 Classic receptor theory: agonists. (a) A typical 
hyperbolic dose–response curve. (b) A semi-logarithmic 
transformation gives a log(dose)–response curve, which 
is sigmoid. The drug concentration at which 50% of 
the maximum response is obtained is the ED50. 
(c) Lineweaver–Burk plot: a double reciprocal plot that is 
linear if there is a linear relationship between receptor 
occupancy and response. (d) The Hill plot, see Appendix 

for derivation. A plot of 1og (f/(1 − f)) against log [D], 
where f is fractional response, gives a straight line. The 
slope of the line will be more than 1 if positive 
cooperativity is present (i.e. if two or more drug molecules 
bind then the binding of the second occurs more readily 
than the fi rst). The intercept on the x-axis gives log (KD). 
For further information on classic theories see Bowman 
and Rand [30].
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Competitive antagonists bind to the same site on the 
receptor as the agonist; non-competitive antagonists 
bind at a separate site. In the presence of a fi xed dose 
of a competitive inhibitor the log(dose)–response 
curve is shifted to the right in a parallel fashion, with-
out altering the maximum response (Fig. 2.2a). An 
example in anaesthetic practice is the competitive 
non-depolarizing blockade produced by vecuronium 
at the nicotinic acetylcholine receptor at the neu-
romuscular junction. The apparent KD of the agonist 
is therefore increased in the presence of a competi-
tive antagonist: its apparent affi nity has been re-
duced. The extent of that reduction in affi nity is 
determined by the dose of inhibitor and its dissocia-
tion constant for the receptor (KI), which can be 
found from the Schild equation (Fig. 2.2d; see 
Appendix for derivation):

log(dose ratio − 1) = log[I] − log(KI)

Partial agonists and inhibition
In the presence of full agonists, partial agonists can 
apparently act as competitive inhibitors. With a fi xed 
submaximal dose of a partial agonist at low dose of 
full agonist we see just the effects of the partial ago-
nist. On increasing the dose of the full agonist an ad-
ditive effect is seen, but at higher doses of full agonist 
we encounter competition and the partial agonist 
acts like a competitive antagonist (Fig. 2.2d). It is also 
possible to elicit a series of log(dose)–response curves 
for a partial agonist in the presence of different fi xed 
doses of full agonist (Fig. 2.2e). In this case, with a 
high initial concentration of full agonist, the response 
falls as the concentration of partial agonist is in-
creased, until the competitive effect of the partial ag-
onist overwhelms that of the full agonist and the 
observed response is equal to that for the partial ago-
nist alone.

Non-competitive inhibitors
A reversible non-competitive antagonist interferes 
with the series of events responsible for the response 
to an agonist at a site distant from the agonist binding 
site but does not affect the affi nity of the receptor for 
the drug, so KD is unaffected. However, its presence 
reduces the maximum possible effect so reducing the 
effi cacy of the drug (Fig. 2.2b). This has the effect of 

reducing the slope rather than the position of the 
log(dose)–response curve. An example of non-
competitive inhibition is the action of ketamine at 
the N-methyl-D-aspartate (NMDA) receptor, where 
the agonist is glutamate. In more recent classifi ca-
tions of ligand activity, non-competitive antagonism 
has been included with negative allosteric mecha-
nisms [4].

An operational model

A major development in receptor theory was made 
by Black and Leff [5], who challenged the classic 
assumption of a linear relationship between occu-
pancy and response. They argued that a hyperbolic 
relationship between concentration of occupied 
receptors and response would also fi t the observed 
relationship between drug concentration and re-
sponse. Their model gives the relationship:

E/Emax = [D] τ/{[D](τ + 1) + KD}

This describes a hyperbolic response curve with ED50 
= KD /(1 + τ), which distinguishes the model from 
one where a linear relationship between occupancy 
and response occurs. The ratio KE/[RT] is the trans-
ducer ratio, τ, where KE is the equilibrium dissocia-
tion constant of the stimulus–response event and 
[RT] the total receptor concentration. The transducer 
ratio refl ects the effi ciency of coupling between stim-
ulus and response, a measure of effi cacy, whereas KD 
refl ects the strength of binding of drug to receptor. In 
highly coupled tissues τ will be small, because a small 
number of occupied receptors will produce a large 
response. The magnitude of τ determines both po-
tency and maximal response observed for a given tis-
sue. For two agonists with different effi cacies, the 
ratio of their effi cacies will translate from one tissue 
to another although the absolute values of their effi -
cacies are tissue-dependent (Fig. 2.3).

The operational model has been widely accepted 
as the model of choice for functional receptor phar-
macology, because it separates binding from effect 
therefore accounting for both agonist and antagonist 
actions without recourse to the empirical constant, ε, 
used in earlier models. Receptor theory now refers to 
‘ligands’ binding to receptors, with action deter-
mined by τ and KD, which allows for inhibitors that 

WEB_02.indd   30WEB_02.indd   30 7/5/2006   10:11:53 AM7/5/2006   10:11:53 AM



log (KD)
log [D]

log (KD)′

′

′

Emax

log (dose ratio)

(a)

(c) (d)

−6
0

−5 −4 −3 −2

D D + CI

R
es

p
o

n
se

, E

log [A]

A only

Increasing [P]

Emax
(e)

R
es

p
o

n
se

, E

log [P]

P only

Increasing [A]Emax
(f)

R
es

p
o

n
se

, E

log (KD)
log [D]

log [CI]

log (KI) = −pA2

lo
g

 (
d

o
se

 r
at

io
 −

 1
)

′

Emax

Emax

(b)
D

D + NCI

D + NCI

D + CI

D

R
es

p
o

n
se

, E

1/E

1/[D]

1/Emax

1/KD

1/KD

1/Emax

Figure 2.2 Classic receptor theory: antagonists. Typical 
log(dose)–response curve for a competitive antagonist, CI, 
Emax is unaffected, but there is an increase in the apparent 
dissociation constant; KD increases to KD′. (b) Typical 
log(dose)–response curve for a non-competitive 
antagonist, NCI, here KD is unaffected, but Emax is reduced. 
(c) Theoretical Lineweaver–Burk plots for competitive and 
non-competitive antagonists. (d) A Schild plot for 
obtaining KI, the equilibrium dissociation constant for a 
competitive inhibitor; derivation of the Schild equation 

log(dose ratio − 1) = log [I]—log (KI) is given in the 
Appendix. When the dose ratio is 2, the intercept on the x-
axis is log KI, sometimes referred to as –pA2. (e) The 
inhibitory actions of a partial agonist; log(dose)–response 
curves for full agonist, A, in the presence of different fi xed 
concentrations of partial agonist (P). (f) Log(dose)–
response curves for partial agonist (P) in the presence of 
different fi xed concentrations of full agonist (A). For 
further information on classic theories see Bowman and 
Rand [30].
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alter both affi nity and effi cacy of an agonist–receptor 
interaction. Such agents are known as allosteric 
modulators and may increase (positive allosteric 
modulators) or decrease the response (negative al-
losteric modulators) to agonist.

Receptor conformations and 
pharmacodynamic models

Black and Leff’s model separates drug binding from 
signal transduction. The discovery of GPCRs and G-
proteins allowed further investigation of the opera-
tional model because there was a clear distinction 
between binding of ligand to receptor and the neces-
sary interaction with a separate entity, the G-
protein, before a response cascade could be triggered. 
Developments in molecular techniques have al-

lowed study of genetically modifi ed receptors, in vitro 
manipulation of the subunit composition of G-
proteins and effects of varying GPCR–G-protein 
stoichiometry.

Conformational theories of G-
protein-coupled receptor action

Before the discovery of G-proteins, excess guanine 
nucleotides were known to reduce agonist binding 
to many receptors. Initially it was proposed that two 
separate binding sites on a single receptor protein 
were responsible for these observations, but De Lean 
et al. [6] described the ternary complex model, which 
predicted the existence of G-proteins as entities sep-
arate from the receptor–ligand complex (Fig. 2.4a). 
The model proposed that two conformations of the 
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Figure 2.3 The operational model. This shows log(dose)–
response curves as predicted for different tissues with 
different effi cacies (τ). (a) In this model, τ determines both 
maximum response and potency, each curve represents a 
different value for τ. The model also predicts that relative 
activity is preserved from tissue to tissue. (b) The relative 

effi cacies of the two tissues is constant (τ1)/(τ2) = 10, but 
the value of the most effi cacious, τ1, is increased on going 
from left to right, which represents increased effi ciency of 
tissue-receptor coupling. (Modifi ed from Kenakin [20] 
with permission.)
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Figure 2.4 Two-state models. These 
models are dependent upon the native 
receptor existing in two distinct 
conformations. (a) Ternary complex 
model. KA is the equilibrium affi nity 
constant of ligand for R, α is the 
differential affi nity of ligand for the RG 
complex, KG is the equilibrium affi nity 
constant of R for G-protein. (b) Extended 
ternary complex model. This includes an 
additional activated unbound receptor 
state, Ra different from the inactive 
state, Ri. L is the allosteric constant 
[Ra]/[Ri], KA now refers to the 
equilibrium affi nity constant of A for Ri 
and KG is the equilibrium affi nity 
constant of Ra for G-protein. β is 
differential affi nity of ligand for the 
activated receptor and α is the 
differential affi nity of ARa for G-
protein. (c) Cubic ternary complex model. 
This model introduces the possibility of 
G-protein interaction with the inactive 
receptor. KA, KG and L are defi ned as for 
the extended ternary complex, α, β, γ 
and δ are constants that modify the 
affi nity constants as shown.

receptor exist: a high affi nity and low affi nity form. 
Association of agonist (A) with receptor (R) forms a 
binary complex, AR, which increases the rate of as-
sociation with a third element, now known to be a G-
protein, and stabilizes this complex in the high 
affi nity form. The high affi nity ternary complex, 
ARG, then triggers the response cascade. The pres-
ence of guanine nucleotides stabilizes the precou-
pled receptor–G-protein complex, RG, with low 
affi nity for agonist. In this model the proportion of 
receptors in the high affi nity form correlates with the 
intrinsic activity of the agonist for the receptor as was 
initially demonstrated for the β2-adrenergic system 
[7] but also confi rmed in other systems such as D2-
dopaminergic receptors [8].

In 1982, Braestrup et al. [9] published evidence of 
convulsant activity by a ligand binding to the benzodi-

azepine receptor on the GABAA ionophore complex. 
The ligand β-carboline-3-carboxylate (β-CCE) acted 
as an inverse or negative agonist, producing an effect 
opposite to that of an agonist. In classic terms, a nega-
tive agonist has an effi cacy between -1 and 0. It was 
proposed that the negative agonist ‘locked’ the re-
ceptor into a conformation that reduced the ability of 
GABA to open the channel described by a two-state 
model [9,10]. The fi rst description of inverse agonis m 
in a G-protein-coupled system was for the δ opioid 
receptor. Costa and Herz [11] reported a small but 
consistent response in the absence of ligand binding 
and provided evidence that this background activity 
could itself be inhibited. The ternary complex model 
could not explain this constitutive activity in the ab-
sence of ligand binding, which led Samama et al. [12] 
to propose the extended ternary model (Fig. 2.4b) 
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that includes an allosteric transformation between 
inactive (Ri) and active (Ra) receptor forms. In this 
model agonists have a higher affi nity for the active 
over the inactive receptor, but in addition an inverse 
agonist has a higher affi nity for the inactive receptor, 
Ri, so can sequester the receptor in a form less re-
sponsive to an agonist. An inverse agonist will in-
crease the proportion of receptors in the inactive 
state so reducing any constitutive activity associated 
with the active binary complex, RaG. Neutral antag-
onists will not favour either form of receptor, bind-
ing equally to both. Thus, an antagonist should 
inhibit the activity of both agonists and inverse ago-
nists equally, which has been shown to be the case 
both in G-protein-coupled systems and ionophore 
complexes.

Experimental evidence now suggests that at least 
85% of those antagonists that were thought to be 
neutral antagonists can act as inverse agonists in 
certain recombinant systems [13]. Not all native 
GPCRs display constitutive activity and in the ab-
sence of such activity inverse agonists will behave 
exactly like neutral antagonists. There is some de-
bate over the importance of constitutive activity in 
vivo and the therapeutic importance of inverse 
agonism. The delayed onset of antipsychotic drugs 
has been attributed to their inverse agonist activity at 
D2-dopamine receptors [14]. It has been suggested 
that up-regulation is associated with inverse ago-
nism, which could arise as a result of reduced inter-
nalization and recycling of receptors (normally 
associated with agonist activity; see below). After 
long-term use of inverse agonists, true agonists 
would then exert a greater effect corresponding to 
an increase in receptor numbers and hence toler-
ance. This may account for tolerance seen with 
chronic use of the histamine H2-antagonists cimeti-
dine and ranitidine [15]. Neutral antagonists are not 
expected to alter receptor recycling as they have 
equal affi nity for both active and inactive form of the 
receptor.

More recent studies have provided evidence that 
not only can the G-protein associate with active re-
ceptor, but also with the inactive form, although this 
in itself will not produce a response. The cubic ex-
tended ternary model [16] incorporates this possibil-
ity; it is thermodynamically more complete but 

more complex than the extended ternary model (Fig. 
2.4c). Experimentally, it can be diffi cult to distin-
guish between these two models, although certain 
inverse agonists have been shown to sequester the 
CB1 cannabinoid receptor as a non-signalling 
ternary complex [17], suggesting the model may be 
valid for some receptor systems.

The extended ternary model shows that produc-
ing a physiological effect is potentially complex and 
dependent upon several factors. Effect site concen-
tration of ligand will infl uence the concentration of 
occupied receptors and the type of ligand determines 
the observed response. Any ligand for which β >1 
will be an agonist; one with β <1 may act as an in-
verse agonist and one where α = β = 1 will be a pure 
antagonist. Tissues that have receptors or G-proteins 
with different subunit composition may display dif-
ferent orders of potency for a series of ligands. In the 
presence of constitutive activity, it is theoretically 
possible for a ligand to be an agonist in one system 
but an inverse agonist in another. This is referred to 
as protean agonism and was fi rst demonstrated ex-
perimentally in the β2-adrenoceptor system [18]. 
Such activity has been demonstrated in vitro with re-
combinant systems, but its therapeutic relevance in 
vivo is yet to be established.

Probability models

The models described above are often referred to as 
‘two-state models’ because they assume two distinct 
receptor conformations: active and inactive. In real-
ity they describe an infi nite number of receptor–
ligand conformations because the thermodynamic 
equilibrium conformation in the presence of one lig-
and will be different from that with another [19,20], 
although both may elicit a maximum physiological 
response.

It is clear that although the extended ternary 
model is useful when describing the potency and ef-
fi cacy of a physiological response, there are other re-
sponses associated with drug–receptor interaction, 
which have been described as ligand-specifi c 
receptor responses. The effi cacy of these secondary 
responses does not necessarily correspond with the 
effi cacy of the primary physiological response and 
cannot be accounted for by the two-state linkage 
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models described above [21]. Study of the interac-
tion of ligand-coupled GPCRs with multiple G-pro-
teins and the regulation of these interactions has 
shown a number of secondary cellular responses 
triggered by agonists. Many of these secondary re-
sponses affect physiological response and are often 
referred to as agonist signal traffi cking. The extent to 
which these secondary responses occur may depend 
on the duration of the agonist signal and so are deter-
mined by the pharmacokinetics of drug administra-
tion and effect site concentration. The observed effect 
in the presence of chronic exposure to an agonist 
may not be the same as in acute exposure; chronic 
exposure may be associated with the development of 
tolerance. These time-dependent phenomena can-
not be explained by simple two-state models.

There are several possible mechanisms involved in 
signal modifi cation: desensitization; up- and down-
regulation of receptor numbers; internalization; 
phosphorylation, interaction with receptor activity-
modifying proteins [22] and dimerization or oli-
gomerization [20,21].

Desensitization describes a reduction in receptor 
response to excess administration of ligand. The rate 
at which desensitization develops differs among 
receptor systems; it occurs rapidly in opioid GPCR 
systems. There are several mechanisms whereby de-
sensitization may occur; receptor numbers may be 
reduced by internalization or signal-coupling may 
become less effi cient. This is either associated with a 
reduction in receptor numbers (down-regulation) or 
by a reduction in signal transduction such as that as-
sociated with receptor phosphorylation. One mech-
anism for internalization is covalent association with 
ubiquitin, a 76 amino acid polypeptide, which ‘tags’ 
a protein for removal from its membrane site by en-
docytosis for lysosomal degradation [23]. It has been 
shown that the β2-adrenoceptor is polyubiquitinated 
in response to agonist stimulation [24]. Up-regula-
tion is also seen in many neurotransmitter systems 
when the concentration of natural ligand is chroni-
cally reduced; it is an adaptive mechanism aimed at 
restoring the normal level of neuronal traffi c. An ex-
ample is seen in motor nerve damage, where the 
neural supply to a muscle group is reduced resulting 
in an increase in the number of nicotinic cholinergic 
receptors on the postsynaptic muscle membrane, 

both at the neuromuscular junction and extrajunc-
tionally. Interestingly, these receptors are of the fetal 
type, where the ε subunit seen in adults is replaced 
by the fetal γ subunit. Fetal receptors have a longer 
channel-opening time than the adult type, which 
explains the hyperkalaemia observed after suxame-
thonium use in patients with denervation injuries 
[25]. Although desensitization and internalization 
are usually associated with agonist activation of re-
ceptors, these two effects can sometimes be separat-
ed, particularly with chronic exposure, such as in the 
µ-opioid system. Methadone produces much greater 
desensitization than morphine [26] and morphine 
fails to trigger rapid receptor internalization com-
pared with etorphine [27]. Such agonist-dependent 
differences in signal traffi cking could be exploited 
therapeutically.

The operational model does not explain the obser-
vation that effi cacy of primary physiological response 
and effi cacy of secondary response can differ. This 
has been referred to as a difference in quality of ago-
nist action or ‘ligand-specifi c agonism’. Kenakin [20] 
suggests these differences may be explained by con-
sidering a probabilistic model of protein conforma-
tions, with several possible ensembles each associated 
with a given response [28,29]. The probability distri-
bution of the conformations permitted change upon 
interaction with ligand. Each agonist will induce a 
slightly different distribution of microconforma-
tions, all of which permit signal transduction, but the 
exact probability distribution in response to each ag-
onist is different; some will overlap with conforma-
tions that induce internalization or dimerization for 
example, whereas others will not (Fig. 2.5).

Other transmembrane 
signalling systems

Thus far we have concentrated on membrane-bound 
GPCRs as a means of signal transduction. There 
are several other mechanisms through which 
agonist-induced responses may be triggered such 
as ionophore complexes and integral transmem-
brane protein–enzyme systems. In terms of pharma-
codynamic models, those that have been developed 
for GPCRs can also be adapted to these other 
systems.
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Conclusions

In this chapter, receptor theory has been introduced 
as the underlying mechanism for drug-induced 
physiological responses. The crucial link between 
pharmacokinetics and pharmacodynamics is the ef-
fect site concentration, which determines the extent 
of this response. Classic occupation theory failed to 
account adequately for effi cacy and operational the-
ory has become the accepted two-state model for de-
scribing the primary response to agonist binding. 
Further work involving GPCRs, allowing separation 
of ligand binding and signal coupling, has led to the 
extended ternary complex model for GPCR activa-
tion. This model explains partial, inverse and protean 
agonists by the inclusion of both allosteric (receptor-
dependent) and coupling (tissue-dependent) factors 
with the possibility of constitutive as well as ligand-
induced activation. A probabilistic approach to the 
distribution of microconformations of receptor pro-
teins has been proposed to account for ligand-de-
pendent differences in the triggering of secondary, 
regulatory, responses to drug binding such as desen-
sitization, receptor internalization and phosphoryla-
tion. The newly discovered complexity of receptor 
formation, activation and regulation should provide 
new avenues for target-specifi c drug development.
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Appendix

The following sections give more detailed deriva-
tions of some of the classic receptor models; for fur-
ther information see Bowman and Rand [30]. The 
derivation of the mathematical expressions of the 
two-state models is not expanded here, although 
the defi nitions given in Fig. 2.4 are readily derived. 
For a more detailed review see Kenakin [20].

Simple mass action
For a drug [D] interacting with a receptor [R] accord-
ing to the law of mass action, the equation relating 
the rates of the forward and reverse reactions at 
equilibrium is given by:

[D] · [R] · kf = [DR] · kb (1)

An expression for [DR] in terms of the equilibrium 
dissociation constant from (1) gives:

[DR] = [D][R]/KD (2)

We do not know [R], but we know the number of re-
ceptors is fi nite. If RT is the total number of receptors 
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and we assume that maximum response occurs 
when all receptors are occupied, [R] = [RT] − [DR]. 
Substituting this into the equation above gives:

[DR] = [D] · ([RT]  —  [DR])/KD (3)

Rearrangement gives:

[DR]/[RT] = [D]/(KD + [D]) (4)

Fractional response, f, is the ratio of occupied recep-
tors to the total number of receptors (1) so from (4):

f = [D]/(KD + [D])

The Hill plot
The mass action equation for n drug molecules per 
single receptor:

nD + R ↔ DnR →→→→ Response

This will give a different expression for KD:

KD = [D]n[R]/[DnR]

So we now can fi nd expressions for the fraction of oc-
cupied (f) and unoccupied (1 − f) receptors:

f = [D]n/([D]n + KD)

1 − f = 1 − [D]n/([D]n + KD) = KD/([D]n + KD)

If we take the ratio of occupied to unoccupied recep-
tors we end up with a simple expression:

f/(1 − f) = [D]n/KD

If we take logarithms of both sides, we have the equa-
tion of a straight line:

log(f/(1 − f)) = n  log[D] + log  KD

A plot of log (f/(1 − f)) against log [D] will give a 
straight line with gradient n. When n is non-integer, 
cooperativity of binding should be suspected.

The Schild equation for fi nding KI for 
competitive antagonists
Let [D1] be agonist drug concentration before adding 
antagonist and [D2] after the addition of a competi-
tive antagonist; [D1] and [D2] exert the same re-
sponse. Let [I] be the concentration of antagonist 
added to the system. Before adding inhibitor:

D + R ↔ DR →→→ Response

and it was shown in the text that fractional occu-
pancy is given by:

f = [D1]/([D1] + KD) = 1/(1 + KD/[D1]) (1)

After addition of competitive inhibitor:

D + R + I ↔ DR + DI →→→ Response

we now have two equilibrium reactions:

D + R ↔ DR (2)

I + R ↔ IR (3)

Thus:

KD = [D2][R]/[DR] and so [R] = KD [DR]/[D2] (4)

but if KI is the dissociation constant for the inhibitor 
at concentration [I]:

KI = [I][R]/[IR] and so [R] = KI [IR]/[I] (5)

The fractional occupancy in each case is [DR]/[RT], 
because they produce the same response. Now:

[RT] = [R] + [DR] + [IR] (6)

from (4) and (5):

KD[DR]/[D2] = KI [IR]/[I]

so we can write [IR] as:

[IR] = [I] KD [DR]/[D2] KI (7)

Substituting for [R] from (4) and [IR] from (7), we 
can now write fractional response after adding in-
hibitor as:

[DR]/[RT] =  [DR]/(KD[DR]/[D2] + [DR] + 
[I]KD[DR]/[D2] KI)

After rearrangement this gives:

[DR]/[RT] = 1/(1 + (KD/D2]{1 + ([I]/ KI)})

because this is the same response seen without in-
hibitor present, from (1):

1/(1 + KD/[D1]) = 1/(1 + (KD/[D2]) · (1 + ([I]/KI)))

Thus:

KD/[D1] = (KD/[D2]) · (1 + ([I]/KI))

so we now have:

[D2]/[D1] = 1 + ([I]/KI) (8)
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Therefore the dose ratio, [D2]/[D1], is related in a 
simple way to the concentration of inhibitor present 
and the dissociation constant for the inhibitor.
If we rearrange and take logarithms:

log(dose ratio − 1) = log[I] − log (KI)

the Schild plot log (dose ratio − 1) against log [I] 
which is linear and KI can be found. When the 
dose ratio is 2, the intercept on the x-axis is log (KI), 
which is sometimes known as –pA2 (i.e. the negative 
logarithm of the dose of inhibitor that requires the 
agonist concentration to be doubled in order to over-
come the inhibition and return to the original 
response).

Mathematical representation of the 
extended ternary model
By extension of the mass action equations to the in-
creased number of receptor species present, it can be 
shown that in the presence of agonist, the response 
produced is given by:

E =  {L[G]/KG(1 + βα [A]/KA)}/{[A]/KA(1 + βL (1 + α 
[G]/KG)) + 1 + L (1 + [G]/KG)}

This model is shown in Fig. 2.4b. Note the use of KA 
rather than KD to emphasize the importance of asso-
ciation with rather than dissociation from the recep-
tor; KG is the equilibrium association constant for 
inactive receptor (Ri) with G-protein. The constants 
L, α and β are as defi ned in Fig. 2.4b. In the absence of 
agonist, A = 0, but if constitutive activity is present 
there will still be a response given by:

E0 = (L [G]/KG)/{1 + L (1 + [G]/KG)}

The maximum response occurs when [A] is effec-
tively infi nite. The response is then:

Emax = (αβL [G]/KG)/{1 + βL(1 + α [G]/KG}

Thus, the ratio of response in the presence and ab-
sence of agonist is given by E0/Emax:

E0/Emax = ((L [G]/KG)/{1 + L (1 + [G]/KG)})/((αβL 
 [G]/KG)/{1 + βL (1 + α [G]/KG})

This simplifi es to:

= {αβ (1 + L (1 + [G]/KG)}/{1 + βL (1 + α [G]/KG)}

In some systems in vivo this is zero, because constitu-
tive activity is not observed.
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CHAPTER 3

Pharmacogenomics
Amr Mahdy

Introduction

There is a great heterogeneity in the way individuals 
respond to medication, in terms of both toxicity and 
therapeutic effects. This difference in response has 
almost always been attributed to a variety of non-
genetic factors such as age, sex and race, the patho-
genesis and severity of the disease being treated, drug 
interactions, hepatic and renal function, nutritional 
status and the presence of concomitant illness. De-
spite the importance of these factors, it is now recog-
nized that inherited differences in metabolism and 
disposition of drugs, and genetic polymorphisms in 
the targets of drug therapy, can have an even greater 
infl uence on the effi cacy and toxicity of medications. 
Such genetic determinants of drug disposition and 
effects remain stable for a person’s lifetime and can 
have marked effects, independent of the non-genetic 
factors.

In 510 BC, Pythagoras noted that ingestion of fava 
beans resulted in a potentially fatal reaction in some 
individuals [1]. Two and half millennia later, during 
the Second World War, it was noted that some black 
soldiers who were given primaquine as prophylaxis 
against malaria developed haemolytic anaemia. 
Subsequently, it was recognized that interindividual 
differences in the activity of the enzyme glucose-6-
phosphate dehydrogenase were responsible for the 
reactions noted by Pythagoras as well as those noted 
with primaquine [2].

In the 1950s, clinical evidence of inherited dif-
ferences in drug effects continued to emerge. Pro-
longed muscle relaxation after suxamethonium was 
explained by an inherited defi ciency of a plasma 
cholinesterase [3]; similarly, peripheral neuropathy 
of isoniazid was explained by inherited differences in 
the acetylation of this medication [4].

In 1959, Vogel was the fi rst to use the term 
‘pharmacogenetics’ [5]. Subsequently, Kalow [6] 
covered the whole fi eld for the fi rst time in 1962 in 
his book Pharmacogenetics  —  Heredity and the Response 
to Drugs.

In the late 1980s, the occurrence of diplopia 
and blurred vision after administration of the anti-
arrhythmic/oxytocic drug, sparteine, and severe 
orthostatic hypotension after treatment with the 
antihypertensive agent, debrisoquine, led to the dis-
covery of a genetic polymorphism that affects the 
drug-metabolizing enzyme cytochrome P450 2D6 
(CYP2D6) [7]. This was a major breakthrough to-
wards understanding the molecular genetic basis 
for inherited differences in drug disposition and 
metabolism.

Pharmacogenetics and 
pharmacogenomics

Pharmacogenetics has been defi ned as the study of 
variability in drug response resulting from heredity. 
More recently, the term ‘pharmacogenomics’ has 
been introduced. The latter is a broader based term 
that encompasses all genes in the genome that may 
determine drug response [8]. However, at present, 
there is no consensus in the literature and the two 
terms are often used interchangeably.

In 2002, the Committee for Proprietary Medicinal 
Products (CPMP) of the European agency for the 
Evaluation of Medicinal Products (EMEA) introduc-
ed a ‘position paper on terminology in pharmaco-
genetics’. The committee defi ned phar macogenetics 
as ‘the study of individual variations in DNA se-
quence related to drug response’, whereas pharma-
cogenomics was defi ned as ‘the study of the variability 
of the expression of individual genes relevant to dis-

40
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ease susceptibility as well as drug response at cellu-
lar, tissue, individual or population level’ [9].

Basic genetics

Much of what makes us unique individuals is that 
the DNA sequence in each of us is different from that 
of other people. Data from the Human Genome 
Project (HGP) indicate that on average any two peo-
ple have 99.9% identical DNA sequences. Yet that 
0.1% difference is spread over 3.2 billion bases of 
DNA and thus amounts to a signifi cant number of 
distinct genetic traits that uniquely distinguish the 
genome of every person. In fact, the HGP now esti-
mates that there are just 32 000 functional genes in 
the human genome. For each of these genes, there 
exist many different variant forms in the human 
population, and each person has a unique combina-
tion of these forms [10].

The simplest defi nition of a gene is a string of nu-
cleotides that ultimately determines the structure of 
a protein, and in molecular terms it is the entire nu-
cleic acid sequence that is necessary for the synthesis 
of a functional polypeptide. With the exception of 
genes occurring on the X or Y chromosomes (sex-
linked genes), every individual carries two copies of 
each gene. Copies of a specifi c gene present within 
a population may not have identical nucleotide 
sequences and hence is said to exhibit genetic 
polymorphism [11].

The word polymorphism comes from the Greek 
poly, meaning several, and morphe, meaning form. 
Thus, a polymorphism is something that can take 
one of several forms [12]. In genes in which poly-
morphisms have been detected, alternative forms 
of the gene are called alleles. When the alleles at 
a particular gene locus are identical on both 
chromosomes, a homozygous state exists, whereas 
heterozygous refers to the situation in which differ-
ent alleles are present at the same gene locus. The 
term genotype refers to the genetic constitution of an 
individual, whereas the observable characteristics or 
physical manifestations constitute the phenotype, 
which is the net consequence of genetic and envi-
ronmental effects [13].

To end confusion between genotypic and pheno-
typic defi nitions of polymorphism and to clarify 

the relationship between genetic concepts and the 
clinical relevance of a given phenotype, Meyer [14] 
proposed that pharmacogenetic polymorphism be 
defi ned as a monogenic trait caused by the presence 
in the same population of more than one allele at the 
same locus and more than one phenotype regarding 
drug interaction with the organism with the fre-
quency of the least common allele being greater 
than 1%.

Genetic polymorphism, although taking many 
forms, arises mainly from two types of genetic muta-
tion events, the simplest of which results from a sin-
gle base mutation that substitutes one nucleotide 
for another. This mutation event accounts for the 
most common form of variation and is known as 
single nucleotide polymorphisms (SNP; pronounced 
‘snip’). The other type of mutation results from the 
insertion or deletion of a section of DNA. At the sim-
plest level this can result in the insertion or deletion 
of one or more nucleotides, so-called insertion/
deletion polymorphisms. The most common inser-
tion/deletion events occur in repetitive sequence 
elements, where repeated nucleotide patterns, so-
called ‘variable number tandem repeats’ (VNTRs), 
expand or contract as a result of insertion or deletion 
events. The rarest insertion/deletion events involve 
deletions or duplications of regions ranging from a 
few kilobases to several megabases [15].

SNPs have received more attention than other 
sequence variants because they are probably res-
ponsible for most phenotypic differences and are 
particularly suitable for pharmacogenetic studies, 
being more frequent, dense and stable and more 
amenable to high-throughput genotyping strategies. 
SNPs are common, occurring in the human genome 
at a frequency of 10% or higher. They may be located 
in coding regions (cSNPs), non-coding regions (peri-
genic SNPs), introns (intronic SNPs) or between 
genes (intergenic SNPs). A SNP in a coding region 
that changes the amino acid sequence is called a 
non-synonymous SNP, whereas a SNP that does not 
change an amino acid sequence is called a synony-
mous SNP. The estimated number of cSNPs in the 
human genome that result in alterations in amino 
acid sequence is around 50 000–100 000. However, 
the relative importance of SNPs in altering regulat-
ory regions (e.g. promoter elements, splice sites) is 
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diffi cult to predict and should not be underest-
imated [16].

The main bulk of SNP data generated over the past 
few years can primarily be traced to two major over-
lapping sources: the SNP Consortium [17] and mem-
bers of the Human Genome Sequencing Consortium, 
particularly the Sanger Institute and Washington 
University. The predominance of SNP data from 
these sources has facilitated the development of a 
central SNP database  —  dbSNP at the NCBI [18,19].

However, it should be noted that the association of 
a SNP with an altered therapeutic response might 
have no functional explanation but instead might be 
caused by a type 1 error (i.e. an association is ac-
cepted as real when it is actually false). In the setting 
of multiple testing, with many loci in a candidate 
gene or a few loci in many genes, erroneous associa-
tions are likely to be made because of statistical arte-
facts. By correcting for multiple comparisons and 
using relatively conservative thresholds of signifi -
cance, type 1 error can be avoided. Moreover, a SNP 
can be associated with a particular phenotype in the 
absence of an obvious functional effect because of 
linkage disequilibrium (i.e. two or more alleles at 
different loci occur together more often than ex-
pected by chance because of their close proximity in 
the genome and infrequent recombination). The 
non-functional SNP is associated with altered drug 
response because it is in linkage disequilibrium with 
a functional SNP that is the true pharmacogenetic 
locus [20].

These issues are complicated further by the inheri-
tance of families of SNPs together in a given narrow 
chromosomal region; the group of linked SNPs is 
known as a SNP haplotype. A pharmacogenetic phe-
notype can require the interaction of two or more 
SNPs within a gene or among several genes. Experi-
ence with the SNP haplotypes suggests that they are 
more useful than single SNPs for predicting drug 
response; however, large study populations are 
necessary to identify all the common haplotypes 
and to achieve adequate statistical power [16].

Another common cause of an erroneous associa-
tion is the use of poorly chosen populations. There 
might be an ethnic or racial imbalance between drug 
responders and non-responders such that a SNP that 
is more frequent in one group refl ects ethnic or racial 

differences and not the genetic basis of the altered 
drug response. Such confounding factors can be 
avoided by choosing cases and controls carefully; 
however, stratifi cation is not always obvious, 
especially in ethnically and racially diverse 
populations [16].

Not all pharmacogenetic polymorphisms of drug 
disposition and action are clinically relevant. How-
ever, the likelihood of a clinically signifi cant event is 
enhanced if the drug is used widely in clinical prac-
tice; if the drug displays a narrow therapeutic range; 
if the defective metabolic pathway is quantitatively 
signifi cant in determining the overall fate of the 
compound in the body; and if therapeutic alterna-
tives are limited or absent [13].

Most of the current understanding of pharmaco-
genetic polymorphisms involves enzymes respon-
sible for drug biotransformation. However, genetic 
polymorphisms have also been reported in trans-
porter proteins and drug targets and receptors.

Genetic polymorphism infl uencing 
drug disposition and action

Polymorphisms in drug 
metabolizing enzymes
There are over 30 families of drug metabolizing en-
zymes in humans, and essentially all have genetic 
variants, many of which cause functional changes in 
the proteins encoded, and thereby change the me-
tabolism of drugs [21]. Phenotypically, individuals 
are classifi ed as being extensive, rapid, or ultra-rapid 
metabolizers at one end, and slow or poor metaboliz-
ers at the other end of a spectrum that may also in-
clude an intermediate metabolizer group. Patients 
who express dysfunctional or inactive enzymes 
are considered poor metabolizers (PM). Pro-drugs, 
which require biotransformation to an active metab-
olite, are often not effective in these patients. Drug 
toxicity may also be observed in this group of patients 
as a result of impaired drug clearance. Intermediate 
metabolizers are patients who express decreased en-
zyme activity and have diminished drug metabolism. 
Extensive metabolizers (EM) are patients who ex-
press enzymes that have normal (extensive) activity, 
in whom the anticipated medication response would 
be seen with standard doses of drugs. Ultra-rapid 

WEB_03.indd   42WEB_03.indd   42 7/5/2006   10:12:37 AM7/5/2006   10:12:37 AM



Pharmacogenomics   43 

metabolizers are patients who have higher quanti-
ties of expressed enzymes because of gene duplica-
tion. Normal doses of drugs in this group of patients 
may result in reduced or no effi cacy of some drugs, or 
toxicity with pro-drugs [22].

Thiopurine methyltransferase 
(TPMT) polymorphism
Although thiopurine S-methyltransferase (TPMT) 
substrates, such as azathioprine and mercaptopu-
rine, are not commonly used in anaesthesia and 
intensive care, TPMT is the best example to date of 
the potential value of pharmacogenetics applied to 
clinical medicine. Thiopurines are commonly used 
for a diverse range of medical indications, including 
leukaemia, rheumatic diseases, infl ammatory bowel 
disease and organ transplantation. The principal 
cytotoxic mechanism of these agents is mediated via 
the incorporation of thioguanine nucleotides into 
DNA. Thus, thiopurines are inactive pro-drugs that 
require metabolism to thioguanines to exert 
cytotoxicity [23].

Thiopurines are principally metabolized via oxida-
tion by xanthine oxidase or via methylation by 
TPMT. However, in haematopoietic tissues, xanthine 
oxidase is negligible, leaving TPMT as the only inacti-
vation pathway. Approximately 89% of the white 
and black populations have high TPMT activity, 11% 
have intermediate activity and 0.3% are completely 
devoid of TPMT activity [13].

Interest in TPMT pharmacogenetics has been 
fuelled by the fi nding that the TPMT genotype iden-
tifi es patients who are at risk of toxicity from mer-
captopurine or azathioprine. A total of nine TPMT 
alleles have been characterized to date, three of 
which (TPMT*2, TPMT*3A, TPMT*3C) account for 
approximately 95% of intermediate or low enzyme 
activity cases. All three alleles are associated with 
lower enzyme activity, because of increased rates of 
proteolysis of the mutant enzyme. Patients with a 
homozygous mutant or compound heterozygous 
genotype are TPMT defi cient and hence at a very 
high risk of developing severe haematopoietic toxic-
ity if treated with conventional doses of thiopurines. 
Moreover, patients who are heterozygous at the 
TPMT gene locus are at intermediate risk of dose-
limiting toxicity [23].

The molecular bases of TMPT genetic polymor-
phism is not yet clear. However, recently, a polymor-
phic locus consisting of 3–9 repeats of a specifi c 
nucleotide sequence in tandem (VNTR) has been 
identifi ed in the promoter region of the TPMT gene. 
This polymorphism seems to modulate TPMT activ-
ity to a modest degree in vitro and in vivo [24].

TPMT genotyping is now available as a molecular 
diagnostic test from reference laboratories, repre-
senting the fi rst certifi ed pharmacogenetic test 
for individualizing drug treatment based on an 
individual patient’s genotype. The test has been 
well documented in the effective clinical manage-
ment of patients with acute lymphoblastic leukae-
mia; reducing the dose of 6-mercaptopurine by 
10–15-fold compared with conventional doses 
makes the drug as tolerable and effective in TPMT-
defi cient patients as it is in patients with normal 
enzyme activity [25].

N-acetyltransferase-2 polymorphism
The arylamine N-acetyltransferases (NATs) are 
found in nearly all species from bacteria to humans. 
They catalyse the acetyl-transfer from acetyl-
coenzyme A to an aromatic amine (e.g. heterocyclic 
amine or hydrazine compound). In humans, acetyla-
tion is a major route of biotransformation for many 
arylamine and hydrazine drugs, as well as for a 
number of known carcinogens present in the diet, 
cigarette smoke and the environment. Two NAT 
isoenzymes have been identifi ed in humans, NAT1 
and NAT2, which are the products of two distinct 
genes, designated NAT1 and NAT2, respectively. Se-
quencing of NAT1 and NAT2 revealed a number of al-
lelic variants that affect activity of both genes in vivo, 
providing a genetic understanding for the long-
known functional polymorphism in NAT2 activity 
and, more recently, in NAT1 activity [26].

In 1991, the human NAT2 locus was established as 
the site of the classic acetylation polymorphism. 
Since then, the study of NAT2 allelic variation has 
been an area of intense investigation. To date, more 
than 25 different NAT2 alleles have been detected in 
human populations, each of which is the result of be-
tween one and four nucleotide substitutions located 
in the protein-encoding region of the gene, with 
several studies showing clear correlations between 
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NAT2 genotype and acetylator phenotype: individu-
als homozygous for a loss of function NAT2 allele 
display a slow acetylator phenotype; individuals het-
erozygous for a loss of function allele are intermedi-
ate acetylators; and individuals homozygous for the 
wild-type allele are rapid acetylators [27]. The fre-
quency of the slow acetylator phenotype varies con-
siderably among ethnic groups, ranging from 40% to 
70% in Caucasian and African populations, and 10–
30% in Asian populations.

The association between acetylator status and the 
risk of various diseases has been extensively reported 
and reviewed in detail. Altered risk with either the 
slow or rapid phenotype has been observed for blad-
der, colon and breast cancer, systemic lupus ery-
thematosus, diabetes, Gilbert’s disease, Parkinson’s 
disease and Alzheimer’s disease. These associations 
imply a role for environmental factors that are me-
tabolized by the NATs, in particular NAT2, in each 
disorder. However, identifying those factors has 
remained elusive [28].

In addition to its association with disease status, 
the acetylator status contributes to the polymorphic 
metabolism of several drugs including isoniazid, 
hydralazine, procainamide, endralazine, nitrazepam, 
dapsone, and a number of sulphonamides. Fortu-
nately enough, the incidence of failed or less effec-
tive clinical response as a consequence of acetylation 
polyphorphism is uncommon. This is because most 
drugs that are metabolized by the NATs have a wide 
therapeutic window or because acetylation is a minor 
metabolic pathway. An exception is hydralazine. 
Early studies showed that the antihypertensive ac-
tivity of hydralazine was less in rapid acetylators and 
that a 40% higher dose was necessary for a similar 
therapeutic effect compared with slow acetylators. 
This difference appeared to be because of a change 
in the bioavailability of the drug, which decreased 
from 33% in slow acetylators to less than 10% in 
rapid acetylators. A more common consequence of 
the polymorphic acetylation of therapeutic agents is 
an increase in the frequency and severity of side-
effects associated with the acetylator state. Slow 
acetylators are at a greater risk of sulphonamide-
induced toxicity, hydralazine and procainamide-
induced lupus, isoniazid-induced renal toxicity and 
dapsone-induced neurotoxicity [29].

Polymorphisms in cytochrome P450
The cytochrome P450 system is a group of enzymes 
that are responsible for metabolizing up to 40–50% 
of all medications into more hydrophilic substances. 
CYP is the standard abbreviation for mammalian 
cytochrome P450 isoenzymes. Families of these 
isoenzymes share greater than 40% protein sequ-
ence homology with each other and are designated 
by the fi rst number following CYP (e.g. CYP2). Sub-
families share greater than 55% homology with each 
other and are differentiated by the letter following 
the family designation (e.g. CYP2D). Single mem-
bers of subfamilies represent a particular gene and 
are designated by the number following the 
subfamily description (e.g. CYP2D6) [30]. The main 
cytochromes relevant to drug metabolism are 
CYP3A4, CYP2D6, CYP2C9, CYP2C19, CYP1A2, 
CYP2E1 and CYP2B6, which metabolize 34%, 19%, 
16%, 8%, 8%, 4% and 3% of current therapeutics, 
respectively [31].
Alleles that cause defective, qualitatively altered, di-
minished or enhanced rates of drug metabolism have 
been identifi ed for many of the P450 enzymes and 
the underlying molecular mechanisms elucidated. 
Descriptions of the alleles, as well as the nomencla-
ture and relevant references are continuously 
updated at the web page (http://www.imm.ki.se/
CYPalleles/). To be assigned as a unique P450 allele, 
newly identifi ed alleles must contain nucleotide 
changes that have been shown to have signifi cant 
effects on enzyme activity or result in at least one 
amino acid change. Individual alleles are designated 
by the gene name followed by an asterisk and an 
Arabic number (e.g. CYP2D6*2). The normal version 
of each gene, designated wild-type, is always given 
the number 1, thus CYP2D6*1 is the wild-type 
CYP2D6 allele while CYP2D6*4 is the third identifi ed 
variant. Alleles that display only minor differences 
thought to be of no functional signifi cance are given 
the same numerical designate but differentiated by 
letter (e.g. CYP2D6*3A and CYP2D6*3B).

The clinical relevance of genetic variability in cyto-
chrome P450 genes is dependent upon many factors 
including the alleles present, clinical state of the 
patient, therapeutic index of the administered drug, 
smoking status and concomitantly administered 
drugs. Given that many drugs are metabolized by 
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multiple P450s, the percentage of total drug metabo-
lized by a genetically variant P450 is also a major 
consideration [31].

Variability in cytochrome P450 genes may be 
assessed at the level of phenotype (by investigating 
enzyme activity) or genotype (by determining 
which alleles are present). Phenotypic assessment 
generally involves the collection of urine after the 
administration of an appropriate substrate and de-
termination of a relevant metabolic ratio. Poor 
metabolizers would typically have a much lower 
ratio of metabolite to drug in urine. This method 
provides an indication of enzyme activity but does 
not identify if variability is a result of genetic or other 
causes. Within a population, the appearance of a 
clear bimodal or trimodal distribution of the metabo-
lite ratio (refl ecting enzyme activity) is strongly sug-
gestive of the presence of genetic polymorphism. 
Genotyping provides direct information on which 
cytochrome P450 alleles are present but accurate 
interpretation requires an understanding of the 
relationship between any given genotype and the re-
sultant phenotype.

In the following paragraphs a brief discussion of 
common polymorphisms in CYP3A4, CYP2D6, 
CYP2C9, CYP2C19 and CYP1A2 is given, together 
with any relevant clinical applications.

Debrisoquine hydroxylase (CYP2D6) polymor-
phism is probably the most well-characterized ge-
netic polymorphism in cytochrome P450 enzymes. 
It is, in fact, the fi rst human polymorphic drug-
metabolizing enzyme to be cloned and characterized 
at the molecular level [7]. It was initially discovered 
when a principal investigator developed marked 
hypotension during participation in a pharmacoki-
netic study of debrisoquine, an antihypertensive 
[32]. Family studies subsequently showed that he 
had an inherited defi ciency of debrisoquine hydrox-
ylase, an enzyme defi ciency that was discovered 
independently with sparteine [33].

The CYP2D6 gene locus is highly polymorphic, 
with more than 80 allelic variants having been 
described to date (http://www.imm.ki.se/CYPalle-
les/cyp2d6.htm). Allelic variants are a consequence 
of point mutations, single base pair deletions or addi-
tions, gene rearrangements, or deletion of the entire 
gene. A genetic lack of CYP2D6 ‘PM phenotype’ is 

now known to occur in approximately 5–10% of 
white people and 1–2% of the Asian population, and 
can result in either exaggerated drug effects when 
CYP2D6 is the major inactivation pathway, or di-
minished effects when CYP2D6 is required for 
activation of a pro-drug [34]. Another CYP2D6 
phenotype is known as ultra-rapid metabolizer and 
is caused by the occurrence of duplicated, multidu-
plicated or amplifi ed CYP2D6 genes. At present, alle-
les with two, three, four, fi ve and 13 gene copies in 
tandem have been reported and the number of indi-
viduals carrying multiple CYP2D6 gene copies is 
highest in Ethiopia and Saudi Arabia, where up to 
one-third of the population displays this genotype 
[35].

CYP2D6 is responsible for the metabolism of a 
wide range of therapeutic agents including anti-
arrhythmics, β-blockers, antidepressants, antipsy-
chotics and morphine derivatives. It is therefore not 
surprising that genetic variations affecting this en-
zyme would account for some clinically important 
interindividual variability in drug response.

Codeine is an alkaloid obtained from opium or 
prepared from morphine by methylation. It is a pro-
drug that requires demethylation to morphine be-
fore it can exert any analgesic effects, a reaction that 
is catalysed by CYP2D6. In patients who are CYP2D6 
poor metabolizers, lack of CYP2D6 enzymatic activ-
ity leads to ineffi cient analgesia and increased side-
effects from the parent drug. On the other hand, high 
doses of codeine can generate extensive formation of 
morphine and trigger adverse effects in CYP2D6 
ultra-rapid metabolizers [12].

Tramadol is another pro-drug that depends on 
CYP2D6 for producing an active metabolite. It is a 
synthetic opioid with a proven analgesic effi cacy in 
postoperative pain management. Tramadol is for-
mulated as a racemic mixture that produces analge-
sia by synergistic action of its two enantiomers and 
their metabolites. CYP2D6 metabolizes tramadol 
to 11-desmethylated compounds, of which O-
desmethyl-tramadol predominates and possesses 
analgesic properties. (+) O-desmethyl-tramadol has 
been demonstrated to have an affi nity to µ-opioid 
receptors that is approximately 200 times greater 
than that of the parent compound. Thus, it is largely 
responsible for opioid receptor mediated analgesia, 
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whereas (+)- and (−)-tramadol inhibits reuptake of 
the neurotransmitters serotonin and noradrenaline 
providing a second analgesic mechanism. Experi-
mental pain studies on volunteers showed reduced 
analgesic effi cacy of tramadol in CYP2D6 poor me-
tabolizers. Moreover, in patients receiving tramadol 
patient-controlled analgesia, poor metabolizers dis-
play a lower response rate compared with extensive 
metabolizers. It is therefore clear that CYP2D6 phar-
macogenetics may explain some of the varying 
response to this medication in the postoperative 
period [36].

Tricyclic antidepressants (TCAs) are still one of the 
major classes of antidepressants prescribed today. 
TCAs are metabolized to pharmacologically active 
amines by the cytochrome P450 system. Subsequent 
hydroxylation of these amines by CYP2D6 produces 
pharmacologically inactive metabolites. Conse-
quently, TCA users who are CYP2D6 poor metabo-
lizers may experience cardiotoxicity and increased 
adverse effects, such as tachycardia, dry mouth, con-
stipation and fatigue, as a result of drug concentra-
tions above the therapeutic range. Alternatively, 
TCAs may be ineffective or subtherapeutic in pa-
tients who are CYP2D6 ultra-rapid metabolizers 
[12,37,38]. The effect of CYP2D6 polymorphism on 
antidepressant therapy is best exemplifi ed by 
nortriptyline. In most patients, a daily dose of 75–
150 mg is usually optimum. In poor 2D6 metaboliz-
ers, however, the effective tolerable dose can be as 
low as 10–20 mg. On the other hand, ultra-rapid me-
tabolizers may require a dose in excess of 500 mg 
to achieve therapeutic effect. It should be noted, 
however, that many antidepressants that undergo 
biotransformation by 2D6 produce pharmacologi-
cally active metabolites, and this tends to complicate 
the interpretation of toxicity–effi cacy relationships 
[38].

Propafenone is an antiarrhythmic that is metabo-
lized extensively by CYP2D6. Patients who are poor 
metabolizers are more likely to have visual blurring, 
dizziness and paraesthesias in association with high-
er concentrations of propafenone in the blood than 
are those who are extensive metabolizers (67% ver-
sus 14%). Moreover, these patients have a higher in-
cidence of nausea, vomiting and arrhythmias because 
of slower drug metabolism [39].

The CYP3A subfamily of cytochrome P450 consists 
of four members (CYP3A4, -3A5, -3A7 and -3A43) 
and is quantitatively the most important group of 
CYPs in terms of hepatic drug biotransformation. 
CYP3A enzymes catalyse the oxidation of many dif-
ferent therapeutic entities, several of which are of 
potential importance in anaesthesia and intensive 
care. CYP3A4 is the major isoform expressed in adult 
liver and also is expressed abundantly in intestine, 
where it contributes signifi cantly to the fi rst-pass 
metabolism of substrates such as midazolam [13].

About three-quarters of the white population and 
half of the black population have a genetic inability 
to express functional CYP3A5 [40]. However, the 
lack of functional CYP3A5 may not be readily evi-
dent, because many medications metabolized by 
CYP3A5 are also metabolized by the universally 
expressed CYP3A4. For medications that are equally 
metabolized by both enzymes, the net rate of metab-
olism is the sum of that due to CYP3A4 and that due 
to CYP3A5. The existence of this dual pathway par-
tially obscures the clinical effects of genetic polymor-
phism of CYP3A5 but contributes to the large range 
of total CYP3A activity in humans [41]. The CYP3A 
pathway of drug elimination is further confounded 
by the presence of single-nucleotide polymorphisms 
in the CYP3A4 gene that alter the activity of this 
enzyme for some substrates but not for others [42, 
43].

Recently, the genetic basis for polymorphic 
CYP3A5 expression was discovered; a SNP in intron 
3 creates an abnormal splice site causing >130 nucle-
otides of intronic sequence to be inserted into the 
mRNA. This additional mRNA sequence introduces 
an early stop codon that encodes a truncated non-
functional CYP3A5 protein [23].

Although it is now possible to determine which 
patients express both functional enzymes (i.e. 
CYP3A4 and CYP3A5), the clinical importance of 
these variants for the many drugs metabolized by 
CYP3A remains unclear [41].

Cytochrome P450 2C9 (CYP2C9) is responsible for 
the metabolism of several drugs with narrow thera-
peutic indices, such as phenytoin, warfarin and 
tolbutamide. Independent single-nucleotide poly-
morphisms result in two defective allelic variants of 
CYP2C9 (CYP2C9*2 and -*3 alleles). The resultant 
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CYP2C9*2 and -*3 enzymes are associated with ap-
proximately 5.5- and 27.0-fold decreased intrinsic 
clearance relative to the wild-type (CYP2C9*1) en-
zyme, giving rise to a poor metabolizer phenotype. 
Clinical and experimental data indicate that the con-
sequences of the CYP2C9*3 allele are likely to be 
more dramatic than those associated with CYP2C9*2. 
Approximately 0.2–1% of white people and 2–3% 
of Asians are homozygous for the -*3 alleles 
(CYP2C9*3/*3) and hence at risk for severe toxicity if 
exposed to normal doses of substrates with narrow 
therapeutic indices [13].

Glipizide is a CYP2C9 substrate used for the treat-
ment of non-insulin dependent diabetes mellitus. 
Patients who are homozygous for the CYP2C9*3 
alleles are hence at an increased risk of drug-induced 
life-threatening hypoglycaemia even after normal 
doses of glipizide. Such a reaction has been reported 
in the literature [43].

Biotransformation of phenytoin to (S)-5-(4-hy-
droxyphenyl)-5-phenylhydantoin by CYP2C9 and 
subsequent conjugation with glucuronic acid repre-
sents the principal metabolic pathway by which the 
drug is eliminated from the body. Therefore, patients 
expressing dysfunctional CYP2C9 enzyme are likely 
to experience toxicity at ‘standard’ therapeutic doses 
and will require lower doses to maintain therapeutic 
concentrations [43].

Associations between the CYP2C9 genotype and 
sensitivity to warfarin have been reported, particu-
larly among patients with the CYP2C9 poor meta-
bolizer phenotype who are at increased risk of 
haemorrhage following administration of ‘standard’ 
doses of the drug [44]. The clearance of S-warfarin 
among subjects homozygous for the CYP2C9*3 al-
lele has been shown to be reduced by 90% compared 
with subjects homozygous for the wild-type allele. It 
has also been shown that patients prescribed low-
dose (<2 mg/day) warfarin were six times more likely 
to possess a variant allele, coding for reduced CYP2C9 
activity, which decreased warfarin metabolism. Ad-
ditionally, the CYP2C9 genotype has been associated 
with the risk of over anticoagulation and bleeding 
events [44,45].

Cytochrome P450 2C19 (CYP2C19) defi ciency is 
present in 3–5% of the white population and in ap-
proximately 20% of the Asian population. A poor-

metabolizer phenotype is conferred by inheritance 
of two recessive loss-of-function alleles. At least fi ve 
defective alleles have been identifi ed to date. The 
two most common variant alleles, CYP2C19*2 and 
-*3, result from single base substitutions that intro-
duce premature stop codons and, consequently, 
truncated polypeptide chains that possess no func-
tional activity [13].

Omeprazole is a well-known CYP2C19 substrate 
and hence poor metabolizers have a better response 
to omeprazole when used for the eradication of 
Helicobacter pylori than do extensive metabolizers. In 
one study, CYP2C19 poor metabolizers had 100% 
eradication rates of H. pylori after 1 week of treatment 
with omeprazole and amoxicillin, compared with an 
eradication rate of 41% in intermediate metaboliz-
ers. The improved effi cacy was most likely a result of 
higher omeprazole concentrations because of re-
duced drug metabolism [46]. However, this advan-
tage is not without some drawbacks. Long-term high 
serum omeprazole concentrations in CYP2C19 poor 
metabolizers may cause cobalamin defi ciency and 
result in haematological and neuropsychiatric ab-
normalities. This defi ciency most probably results 
from the lack of protein-bound dietary cobalamin re-
sulting from omeprazole-induced hypochlorhydria 
or achlorhydria. Additionally, high omeprazole 
concentrations increase the activity of CYP1A2. 
Substrates of CYP1A2, such as theophylline and 
amitriptyline, when taken concomitantly, may need 
to be given in larger doses to provide continued 
therapeutic benefi t during omeprazole treatment in 
patients with poor metabolism [22].

Diazepam is another CYP2C19 substrate. How-
ever, it is also metabolized by CYP2D6. The differ-
ences in diazepam pharmacokinetic parameters are 
notable between CYP2C19 extensive metabolizers 
and poor metabolizers, but minimal between 
CYP2D6 extensive metabolizers and poor metaboliz-
ers. CYP2C19 poor metabolizers displayed an elimi-
nation half-life twice that of extensive metabolizers, 
which could lead to prolonged sedation [47].

Cytochrome P1A2 (CYP1A2) is involved in the 
metabolism of many drugs including theophylline, 
caffeine and tacrine. Signifi cant interindividual vari-
ability in human CYP1A2 enzyme levels and/or 
activity has been observed in several human popula-
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tions. In a study using caffeine as a model, CYP1A2 
substrate, a trimodal distribution of enzyme activity 
consistent with high, low and intermediate metabo-
lizer phenotypes was observed [48]. However, a 
more recent study provided no indication of poly-
morphic enzyme activity [49]. Smoking and dietary 
factors (e.g. consumption of charcoal-broiled beef 
and cruciferous vegetables) have been shown to 
increase CYP1A2 activity; such modulatory extrinsic 
factors confound analysis and may account for the 
discrepancy between different studies [50]. Regard-
less of this, CYP1A2 expression shows considerable 
variability in humans as much as 100-fold for some 
activities, and some of this variability may be attrib-
uted to a recently described polymorphism in the 
regulatory region of the CYP1A2 gene, affecting in-
ducibility in response to smoking and possibly other 
inducers [51].

Polymorphisms in drug transport proteins
Most drugs or drug metabolites enter the cells by 
passive diffusion. However, some drugs are actively 
transported by transporter proteins, of which 
membrane transporters may play a key part. The 
adenosine triphosphate (ATP) binding cassette (ABC) 
family of membrane transporters comprise an exten-
sively studied group of transporters infl uencing drug 
disposition. P-glycoprotein (PGP), a member of the 
ABC family, is involved in the energy dependent ef-
fl ux of substrates, including bilirubin, several anti-
cancer drugs, cardiac glycosides, immunosuppressive 
agents and glucocorticoids (Table 3.1) [52].

PGP expression differs markedly among individu-
als, the molecular basis of which has not been fully 
elucidated. Recently, a synonymous SNP was report-
ed to be associated with a loss of function PGP allele; 
patients homozygous for the loss function allele had 
more than twofold lower duodenal PGP expression 
compared with those homozygous for the wild-type 
allele [53]. Clinical pharmacokinetic studies of 
digoxin, a PGP substrate, demonstrated signifi cantly 
higher bioavailability in patients with the latter 
group of patients.

Polymorphisms of drug receptors 
and targets
The majority of drug receptors and targets are pro-
teins. Proteins are gene products and, as such, their 
quality and quantity are subject to genetic regulation 
and hence genetic variation. Polymorphisms in the 
genes encoding enzymes or receptors (drug targets) 
relevant to drug treatment of different diseases cause 
widespread variation in sensitivity to many drugs. 
The reaction to drugs includes lack of effect, reduced 
effect, normal effect, increased effect or adverse 
effect.

Malignant hyperthermia is one such example of 
a very dramatic interaction between a drug and a 
mutated receptor. Exposing an individual with a 
certain mutation in the skeletal muscle ryanodine 
receptor gene (RYR1 gene) to a triggering agent (e.g. 
halothane, suxamethonium) may lead to a life-
threatening condition where a pathophysiological 
cascade sets in as a result of uncontrolled release of 
calcium from sarcoplasmic reticulum in skeletal 
muscle cells. Today more than 20 mutations in the 
RYR1 gene on chromosome 19 are known to cause 
susceptibility to malignant hyperthermia (MHS phe-
notype). In addition, several other gene loci on chro-
mosomes 17, 7, 5, 3 and 1 are positional candidate 
genes [12].

Genetic polymorphism of the µ-opioid receptor is 
another example of a receptor polymorphism that 
may prove to be of relevance to clinical anaesthesia. 
Recently published data indicate that there are dif-
ferences between individuals in levels of µ-opioid 
receptor gene expression, responses to painful stim-
uli and responses to opioid drugs, probably because 
of a genetic polymorphism in the transcription-

Table 3.1 Substrates of P-glycoprotein relevant to 
anaesthesia.

Drug type Example(s)

Antibiotics Cefotetan, cefazolin

Analgesics Morphine

Antiarrhythmics Amiodarone, quinidine

Antiemetics Ondansetron

Calcium blockers Diltiazem, verapamil

Cardiac stimulants Digoxin, nicardipine
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regulating region of this gene. A SNP in the human 
µ-opioid receptor gene at position 118 (A118G tran-
sition) results in a receptor variant that binds β-en-
dorphin approximately three times more tightly 
than the most common allelic forms of the receptor. 
This makes β-endorphin nearly three times more po-
tent than in persons without the mutation [54,55].

Genetic polymorphism of the β2-adrenoceptor 
(B2AR) exemplifi es another well-characterized and 
clinically relevant polymorphism in a drug receptor. 
The β2-adrenoceptor is a G-protein-coupled receptor 
that interacts with various medications and endog-
enous catecholamines. These receptors are widely 
expressed in humans and play an important part in 
regulating cardiac, vascular, pulmonary and meta-
bolic functions. Studies of such physiological func-
tions of the human β2-adrenoceptor have revealed 
substantial interpatient differences in receptor func-
tion and responsiveness to stimulation [56]. Insights 
into the molecular basis for inherited differences in 
the β2-adrenoceptor have been illuminated by the 
discovery of several SNPs in the B2AR gene, and 
their association with altered expression, down-
regulation or coupling of the receptor [57]. A SNP re-
sulting in an arginine to glycine amino acid change at 
codon 16 is relatively common and being extensively 
investigated for its clinical importance.

In a study of β2-agonist-mediated vasodilatation 
and desensitization, subjects who were homozygous 
for Arg16 (arginine at codon 16) had nearly com-
plete desensitization after continuous infusion of 
isoproterenol, with venodilatation decreasing from 
44% at baseline to 8% at 90 minutes. Homozygous 
Gly16 (glycine at codon 16) patients had no signifi -
cant change in venodilatation [56].

These results were consistent with the reported ef-
fects of B2AR genotype on bronchodilator response 
to acute or chronic β2-agonist therapy. The forced 
expiratory volume in 1 second (FEV1) response to a 
single dose of oral albuterol was more than sixfold 
higher in patients homozygous for Arg16 compared 
with patients homozygous for Gly16, even though 
similar plasma drug concentrations were achieved 
[58]. Interestingly, the infl uence of this genotype 
was different in patients on long-term β2-agonist 
therapy. It was noted that Arg16 homozygous 
patients on regularly scheduled β2-agonist therapy 

display a gradual decline in morning peak expiratory 
fl ow over time, while no change in this parameter 
was observed in Gly16 homozygous patients. More-
over, it was also noted that morning peak expiratory 
fl ow deteriorates substantially after cessation of 
treatment in Arg16 homozygous patients, an effect 
not seen in Gly16 homozygotes [59]. These data sug-
gest that Arg16 homozygous patients may be at risk 
for deleterious or non-benefi cial effects of regularly 
scheduled inhaled β-agonist therapy and may be 
candidates for alternative treatment or dosing sched-
ules and/or earlier initiation of anti-infl ammatory 
drugs. It is also possible that tachyphylaxis can be 
prevented in this group of patients by using β2-
agonists on an as-needed schedule instead of on a 
regular-use schedule [16].

Angiotensin converting enzyme (ACE) and its 
sensitivity to ACE inhibitors is yet another clinical 
example of the impact of genetic polymorphisms in 
drug targets. It has been recently suggested that ACE 
inhibitors might be less effective in black than white 
populations, with a signifi cant reduction of risk of 
hospitalization and mortality from heart failure 
when ACE inhibitors were used in the latter group 
[60]. Although the exact explanation for this varia-
tion in response to ACE inhibitors is unclear, it is well 
known that variability in ACE activity is in large part 
determined by the genetic profi le of the patient and 
has been ascribed to a common bi-allelic polymor-
phism in intron 16 of the ACE gene. The two alleles 
differ in the presence (insertion, I allele) or absence 
(deletion, D allele) of a 287-base section of DNA. The 
D allele is generally associated with either higher 
ACE activity or angiotensin II levels in normal sub-
jects, people with hypertension or chronic heart fail-
ure. This insertion/deletion polymorphism results in 
three genotypes: DD, ID and II, which affect serum 
and tissue ACE activity. However, there is a contro-
versy in the literature with respect to the association 
of this polymorphism with response to ACE inhibitor 
therapy [21].

Polymorphisms in genes encoding proteins that 
are neither direct targets of medications nor involved 
in their disposition have been shown to alter the 
response to treatment in certain situations. For 
example, inherited differences in coagulation factors 
can predispose women taking oral contraceptives to 
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deep-vein or cerebral-vein thrombosis [61], whereas 
genetic polymorphism in the apolipoprotein E gene 
appears to have a role in predicting responses to 
therapy for Alzheimer’s disease and to lipid-
lowering drugs including HMG-CoA reductase 
inhibitors (statins) [62].

Genetic variation in cellular ion transporters can 
also have an indirect role in predisposing patients to 
the toxic effects of drugs. For example, patients with 
variant alleles for potassium transporters may have 
substantial morbidity or mortality in response to a 
given medication. A mutation in the HERG gene 
(human ether-a-go-go-related gene) has been asso-
ciated with drug-induced long QT syndrome and tor-
sade de pointes after quinidine and cisapride. Another 
mutation in KCNE2 (the gene for an integral mem-
brane subunit that assembles with HERG to form IKr 
potassium channels) was identifi ed in a patient who 
had cardiac arrhythmia after receiving clarithromy-
cin [63]. Moreover, KCNE2 variants have been asso-
ciated with the development of a very long QT 
interval after therapy with co-trimoxazole. KCNE2 
variants occur in about 1.6% of the population and 
their effect on drug actions can cause death; they are 
therefore excellent candidates for pharmacogenetic 
strategies to prevent serious drug-induced toxic 
effects [64].

Pharmacogenomics and 
personalized medicine

The past 50 years has seen major improvements in 
the length and quality of life. However, the effi ciency 
of drug treatment is far from being satisfactory. The 
response rates in the treatment of diseases such as 
Alzheimer’s disease, cardiac dysrhythmias, depres-
sion, incontinence, osteoporosis, schizophrenia and 
rheumatoid arthritis are still in the range of 30–60%, 
and optimal therapy is relatively elusive for current 
major killers such as coronary artery disease, cere-
bral vascular events and many cancers [65,66]. 
Moreover, adverse drug reactions are becoming 
more of a problem than previously thought. A recent 
meta-analysis revealed that serious adverse drug re-
actions occur in 6.7% of all hospitalized patients and 
that 0.32% of all hospitalized patients develop fatal 
adverse reactions, causing more than 100 000 deaths 
annually in the USA [67]. In the UK, such reactions 

cause up to 7% of all hospital admissions [68] and in 
Sweden 13% of all admissions to internal medicine 
clinics are caused by drug reactions [69]. There is also 
clear evidence of signifi cant heterogeneity in the 
effi cacy and toxicity of most therapeutic agents, 
when viewed across the population.

In view of this relatively low effi cacy and serious 
consequences of adverse drug reactions, and reac-
tion of the observed heterogeneity in drug response, 
the scope of personalized medicine is becoming a 
reality and notions like ‘one drug fi ts all’ or ‘one dose 
fi ts all’ can no longer hold true. Moreover, in the last 
few years we have seen the completion of the HGP, 
the maturation of the SNP database, the introduction 
of DNA array technology and high-throughput 
screening systems, and the advancement in bioinfor-
matics. It is anticipated that, in the near future, these 
advances will be utilized in the fi eld of personalized 
medicine.

It is clear that the information we have today is 
substantial and allows provision of data that could 
facilitate an individualized therapy both with respect 
to the choice and dosage of drug therapy. However, 
pharmacogenetics still has a way to go; knowledge 
about genetic variation at the level of drug metabo-
lism is extensive, whereas the knowledge about 
interindividual differences in the function of drug 
transporters and drug targets is scarce. In addition, 
some of the results in this fi eld are incomplete, con-
fl icting and sometimes diffi cult to interpret.

Knowledge about the genetic structure of a target-
ed population will, in the future, lead to the use of 
variants of each drug specially tailored to subgroups 
of populations, making it necessary to genetically 
test patients in order to match genotype to the most 
suitable therapy. It is probable that pharmaceutical 
companies in the future will demand a pretreatment 
genetic test of the patient in order to choose the right 
drug variant for this particular person.

Gene expression arrays and 
pharmacogenomics

While DNA is the basic genetic material that carries 
information from one generation to the next, its ef-
fects on the characteristics of the cell requires fi rst 
copying into RNA (transcription) and then the trans-
formation of mRNA into a polypeptide by ribosomes. 
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In other words, transcription and translation are the 
processes through which genes express their content 
of genetic information (become functional).

The fi rst methods that were developed for the 
study of gene expression allowed investigators to 
study the expression of a specifi c RNA or a specifi c 
protein. Gradually, methods became available that 
also made it possible to compare increasingly com-
plex mixtures of gene products. The most dramatic 
change has been the introduction of arrays for the si-
multaneous assessment of multiple genes. The im-
provement in robotics and fl uid physics is such that 
up to 64 000 gene clones can be evaluated on a single 
1 × 1 cm slide. The gene expression arrays have ena-
bled a degree of genomic analysis not previously 
feasible. It is estimated that the quantity of data avail-
able from a single array would have taken a 
researcher over 20 years to complete by northern 
blot analysis [21].

In addition to microarray technology, strategies 
such as fl uorescence energy transfer detection, fl uo-
rescence polarization, kinetic polymerase chain 
reaction (PCR), mass spectrometry, oligonucleotide 
ligation/fl ow cytometry, high performance liquid 
chromatography (HPLC) fragment analysis and 
mini-sequencing have all been used to increase the 
throughput of genotype information from genomic 
DNA. In addition, computational biology, or bioin-
formatics, has been instrumental in the development 
of pharmacogenomics. The gene expression arrays 
and high-throughput genotyping techniques gener-
ate a large amount of data in a single experiment, 
much more than can be evaluated using commonly 
available spreadsheets. Therefore, software has been 
developed that not only captures the experimental 
data, but includes comparison of results with exist-
ing genome databases. This provides the investigator 
with a powerful and comprehensive output on 
which rapid interpretation and implementation of 
data can be made [21].

In pharmacogenomics, DNA microarray technol-
ogy can be used as a diagnostic tool to identify an 
individual’s genotype prior to drug selection and 
dosage, to monitor changes in gene expression in re-
sponse to drug treatment and can prove invaluable 
in new drug discovery in the near future.

The AmpliChipTM (Roche Molecular Diagnostics, 
Almeda, CA, USA) is an example of widescale appli-

cation of diagnostic microarray technology in 
pharmacogenomics. The chip can identify nat-
urally occurring genetic variations in CYP2D6 and 
CYP2C19. Common variations in these genes have a 
crucial role in determining how an individual can 
process or metabolize many commonly prescribed 
drugs. With such technology, drug metabolism geno-
typing in the future could be used to assist in thera-
peutic decision making with the goal of prescribing 
drugs that are optimally effective and safe for the 
individual [70].

Gene expression arrays can also be applied to 
defi ne the mechanism of action of new compounds 
or to screen for direct infl uence of an agent on a spe-
cifi c pathway. By using this technology, a profi le of 
genes altered after drug exposure can be generated 
and may thereby yield a greater understanding of 
mechanisms of action. Gene expression arrays can 
also be used during screening of candidate com-
pounds. By constructing arrays for genes involved 
in a pathway of interest, in vitro and or in vivo gene 
dynamics can be used as a functional map for drug 
activity.

The most attractive application of microarrays is 
in the study of differential gene expression in 
disease. Diversion from normal physiology is fre-
quently accompanied by changes in gene expression 
patterns. The up- or down-regulation of gene acti-
vity can either be the cause of the pathophysiology 
or the result of the disease. Targeting disease-caus-
ing gene products is desirable to achieve disease 
modifi cation, whereas interfering with genes that 
are expressed as a consequence of disease may be 
exploited to alleviate symptoms. The opportunity to 
compare the expression of thousands of genes be-
tween ‘disease’ and ‘normal’ tissues and cells will 
allow the identifi cation of multiple potential targets. 
Such examples of monitoring differential gene 
expression by microarrays are beginning to appear 
in the literature.

It is clear therefore that with the aid of micro array 
technology and bioinformatics, pharma cogenomics 
will have a lot to offer in the near future; optimizing 
the effi ciency and reducing the adverse reactions of 
current therapeutics, helping with understanding 
the mechanisms of action of new agents and offering 
a smart solution for efforts to discover new therapeu-
tic targets for disease.
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Gene therapy

Until the latter part of the last century, the possibility 
of actually changing faulty genetic blueprints was 
beyond the imagination of the realistic medical sci-
entist. In 1972, Friedmann and Roblin [71] argued 
that defective genes could be replaced by those with 
the correct sequence. Since then a great deal of effort 
has been expended to bring such a therapeutic ma-
nipulation to clinical practice, so far with limited 
success. Genetic therapy may be divided into two 
main strategies: germ line cell-targeted genetic ther-
apy and somatic cell genetic therapy. Germ line cell-
targeted genetic therapy refers to genetic engineering 
of germ line cells or fertilized ova. Disease genes may 
be replaced with ‘normal’ genes, making the geneti-
cally engineered organism and its potential offspring 
free of the particular disease. Somatic cell gene ther-
apy refers to introduction of nucleic acids (gene/s) to 
an organism’s somatic cells in order to obtain a thera-
peutic effect. These added nucleic acids will then be 
taken up by the cells and be expressed to proteins by 
the cells’ gene expressing systems. Nucleic acids may 
be presented to the cells as naked DNA or in virus or 
plasmid vectors. This type of genetic modifi cation is 
not heritable, and will most often have a transient 
effect. However, new technology may lead to sys-
tems making it possible to switch expression of 
genes delivered on or off [12].

Ethical considerations

Clearly, pharmacogenetics/pharmacogenomics has 
the potential to improve both the safety and effi cacy 
of current and future therapeutic agents. However, 
this is bound to raise important ethical, legal, social 
and regulatory issues.

Arguments have been advanced that genotype de-
terminations for pharmacogenetic characteri zation, 
in contrast to ‘genetic’ testing for primary disease risk 
assessment, are less likely to raise potentially sensi-
tive issues with regard to patient confi dentiality, the 
misuse of genotyping data and the possibility of stig-
matization. However, two lines of reasoning may 
actually indicate an increased po tential for ethical is-
sues with respect to pharmacogenetic data. First, the 
very nature of pharmacogenetic data calls for a 

rather more liberal position regarding use if this infor-
mation is to serve its intended purpose. Thus, the 
prescription for a drug that is limited to a group of 
patients with a particular genotype will inevitably 
disclose the receiving patient’s genotype to any one 
of a large number of individuals involved in the pa-
tient’s care. Secondly, for any given disease risk, pa-
tients less likely to respond to treatment would be 
seen as a more unfavourable insurance risk, particu-
larly if non-responder status is associated with 
chronic and/or costly illness rather than with early 
mortality. The pharmacogenetic profi le may thus, 
under certain circumstances, even become a more 
important (fi nancial) risk-assessment parameter 
than primary disease susceptibility, and should 
therefore be treated with similar weight as other ge-
netic and environmental risk factors [72].

Conclusions

The application of pharmacogenomics principles in 
drug development will raise several other issues, as 
drug companies might direct treatment at individu-
als or specifi c ethnic groups who have higher re-
sponse rates with the result that some groups in the 
society are being disadvantaged. This raises ethical 
issues because it would potentially exacerbate ine-
qualities. In addition, we should question whether 
incentives should be offered to encourage pharma-
ceutical companies to develop medicines to only a 
small number of patients.

It should be noted, however, that the great poten-
tial gains from pharmacogenomics, in terms of both 
patient wellbeing and cost of health care, heavily 
outweigh any risks. There is therefore an urgent 
need for the establishment of a dialogue among rele-
vant parties within society to develop and endorse a 
set of criteria to ensure that inappropriate exploita-
tion does not preclude the vast public good that will 
emerge from the fi eld of pharmacogenomics.
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CHAPTER 4

Receptors and second 
messenger systems
Thomas Engelhardt

Receptors

Receptors in biochemical terms are proteins on the 
cell membrane or within the cytoplasm that bind 
specifi c factors (ligands) and initiate a cellular re-
sponse to the ligand. They can therefore be divided 
into transmembrane and intracellular receptors. 
The transmembrane receptors are relevant to 
anaesthesia.

Transmembrane receptors

Transmembrane receptors are integral membrane 
proteins that bind to a signalling molecule on one 
side of the membrane and initiate a response on the 
other side. They are often composed of two or more 
subunits and classifi ed based on their known or hy-
pothesized membrane topology. In its simplest struc-
ture, a polypeptide chain crosses the lipid bilayer 
only once, but more commonly it crosses it as many 
as seven times. Principally, transmembrane recep-
tors may be divided according to its function (metab-
otropic or ionotropic) or its structure (domains), as 
shown in Fig. 4.1.

Ionotropic receptors
Ionotropic receptors are a subclass of transmem-
brane receptors and their activity is regulated by 
either the membrane potential (voltage-gated) or 
ligands (ligand-gated). Voltage-gated ion channels 
are usually closed at the resting membrane potential 
of the cell. A change in the membrane potential 
causes conformational changes resulting in the 
opening of the pore followed by a transitional change 
to an inactivated state. The channel may not be able 

to conduct ions in this state until a recovery period 
has taken place. Voltage-gated ion channels such as 
sodium, potassium or calcium channels are mainly 
involved in fast synaptic transmission but are unlike-
ly to be involved in modulating the effects of general 
anaesthesia.

Ligand-gated ion channels have been identifi ed as 
primary targets for anaesthetic agents. They contain 
an intrinsic ion channel and an extracellular binding 
site(s) for the ligand(s). Ligand binding causes a con-
formational change with an increase in the opening 
probability of the ion pore. The ion channel may be 
closed when the ligand is attached. All ligand-gated 
ion channels are characterized by a pentameric ar-
rangement of subunits and can be subdivided into 
excitatory and inhibitory ligand-gated channels 
(Fig. 4.2).

GABAA and GABAC
GABA (γ-aminobutyric acid) is the major inhibitory 
neurotransmitter and GABA receptors are classifi ed 
into GABAA, GABAB and GABAC receptors. GABAA 
are hetero-oligomeric chloride channels generally 
leading to hyperpolarization of the cell membrane 
and thus inhibition. They are composed of fi ve sub-
units arranged around the ion channel with a diame-
ter of approximately 8 nm. The subunits are selected 
from four principal families α, β, γ and δ although 
others have been identifi ed. Each of the subunit iso-
forms is encoded by a single gene with additional 
heterogeneity produced through alternative splic-
ing. The most common mammalian central nervous 
system (CNS) GABAA receptor appears to comprise 
two α1, two β2 and a single γ2 subunit. Each GABAA 
receptor isoform appears to display characteristic 
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Figure 4.1 Simplifi ed illustration of 
receptor structure with (E) 
extracellular, (T) transmembrane and 
(I) intracellular domain.

Figure 4.2 Ligand-gated ion channels are characterized 
by a pentameric arrangement of subunits and can be 
subdivided into excitatory and inhibitory ligand-
gated channels. AMPA, α-amino-3-hydroxy-5-
methylisoxazole-4-propionic acid; GABA, 
γ-amino-butyric-acid; 5-HT, 5-hydroxytryptamine; 
NMDA, N-methyl-D-aspartate.

distribution in the brain suggesting specifi c physio-
logical functions.

GABAC receptors appear to represent a relatively 
simple form of ligand-gated chloride channel made 
up of ρ (rho) subunits. GABAC receptors are insensi-
tive to bicuculline and baclofen and are mostly 
prominent at the retina and are not modulated by 
barbiturates or benzodiazepines.

Glutamate receptors
The ion channel family of glutamate receptors are 
divided based on their pharmacology and protein 

structure into three major subtypes: N-methyl-D-
aspartate (NMDA), α-amino-3-hydroxy-5-methyl-
isoxazole-4-propionic acid (AMPA) and kainate. The 
glutamate receptors mediate fast excitatory neuro-
transmission in mammals and are principally 
calcium ion channels although they also conduct so-
dium and potassium ions.

NMDA receptors
The NMDA subtype is a hetero-oligomer consisting 
of an NR1 subunit combined with one or more NR2 
(A–D) subunits. Two ligand recognition sites must be 
occupied for channel opening  —  one for glutamate 
and one for glycine. The channel is permeable to cal-
cium and blocked by magnesium ions. The neuronal 
form of nitric oxide synthase (nNOS or type I NOS) is 
coupled to the NMDA receptor. This close coupling 
allows tight regulation of calcium infl ux and regula-
tion of type I NOS activity (see also second messenger 
systems).

The hippocampus is particularly rich in NMDA 
synapses and appears to have a central role in learn-
ing and memory. Plasticity within the hippocampus 
is mediated in part through changes in synaptic 
strength and revealed by long-term potentiation 
(LTP) and long-term depression (LTD). NMDA re-
ceptors are crucial for inducing these plastic changes, 
and blocking these receptors reduces plasticity and 
impairs learning. Intravenous and volatile anaes-
thetic agents appear to impair LTP and enhance LTD 
development.
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AMPA receptors
The AMPA subtype is a hetero-oligomer formed 
from combinations of GluR1–4 subunits. AMPA 
receptors appear to regulate calcium infl ux under 
resting conditions although a functional cross-talk 
between the NMDA and AMPA receptors types is 
likely. NMDA receptors are crucial in mediating syn-
aptic plasticity by LTP and are thought to be involved 
in memory and learning. However, silent synapses, 
in which LTP rapidly switches on AMPA receptor 
function at NMDA-receptor-only synapses, provides 
a postsynaptic mechanism, whereby NMDA recep-
tor activation results in the rapid recruitment of 
AMPA receptors as well as a covalent modifi cation of 
synaptic AMPA receptors.

Kainate receptors
The kainate receptor subtype consists of hetero-
oligomers comprising the GluR5–7 and KA1 and 
KA2 subunits. The role of kainate receptors is less 
clear but there is evidence for a presynaptic location 
in the hippocampus. Antagonists of kainate, NMDA 
and AMPA receptors are thought to be of therapeutic 
benefi t in stroke, head injuries, epilepsy and pain.

Nicotinergic acetylcholine receptors
The neurotransmitter acetylcholine exerts its post-
synaptic effects on muscarinergic and nicotinergic 
receptors. Neuronal nicotinic acetylcholine recep-
tors (nAChR) are ubiquitously distributed in various 
regions of the brain. They are principally a family of 
ligand-operated cation channels (calcium, sodium 
and potassium) and are thought to modulate the 
activity of various transmitter systems through a 
cascade of multisynaptic events. The pentameric 
channels are formed from α (α1–α10), β (β1–β4), γ, δ 
and ε subunits with each subunit having four trans-
membrane spanning domains (M1–M4) and M2 lin-
ing the channel pore. The acetylcholine binding site 
is located on an α subunit; thus, homomers have fi ve 
putative binding sites while heteromers typically 
have two binding sites. In addition to the acetylcho-
line binding site, nAChR have associated modulatory 
sites for neurosteroids and acetylcholine esterase 
inhibitors. The predominant neuronal nAChR (also 
neuronal nicotinic receptors) are composed of the 
subunits α4β2 and α7 with the latter forming a pen-

tameric homomer. The nAChR may be involved in 
Parkinson’s and Alzheimer’s disease and the patho-
physiology of schizophrenia.

Glycine receptor
Glycine is a major inhibitory neurotransmitter in the 
CNS, with glycinergic synapses abundant in the spi-
nal cord and brainstem. The postsynaptic glycine re-
ceptor is a hetero-oligomeric ligand-gated chloride 
channel and consists of three α and two β subunits. 
Four α subunit genes (α1–α4) are expressed and co-
expression of the β subunits is essential for targeting 
the receptor to the synapse. Strychnine is a major 
glycine receptor antagonist, whereas β-alanine and 
β-aminobutyric acid and taurine are full or partial 
agonists.

Metabotropic receptors
Metabotropic receptors are a subclass of transmem-
brane receptors commonly thought of as a group 
of seven membrane-spanning domains organized 
much like a basket. Their signal is amplifi ed through 
G-proteins, which are linked to the receptor, and the 
signalling unit is referred to as G-protein-linked re-
ceptors (GPLR). They constitute the largest family of 
cell-surface receptors.

G-protein cycle
G-proteins are a family of ‘molecular switches’ that 
transduce a signal to an amplifying enzyme whose 
activity produces a second messenger resulting in the 
activation or inhibition of an enzyme or ion channel. 
Figure 4.3 illustrates the G-protein cycle.

G-proteins comprise three subunits: α, β and γ. 
Agonists bind to specifi c receptors, which activate 
G-proteins through the release of guanosine 5′ 
diphosphate (GDP) bound to the α subunit. Guano-
sine triphosphate (GTP) binding, which leads to dis-
sociation of the heterotrimer into its component 
subunits, follows release of GDP. The GTP-ase activ-
ity of the α subunit determines the lifetime of this 
dissociated, now active G-protein. Hydrolysis of GTP 
back to GDP leads to reassociation of the heterotri-
mer. Both the α and βγ subunits can transduce 
signals and regulate a range of second messengers. 
G-proteins can be divided into four classes according 
to the four types of α subunits: αs, αi, αq and α12/13 
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and their main functions are summarized in 
Table 4.1.

Principally, Gαs stimulates adenylate cyclase activ-
ity and regulates calcium channels; Gαi inhibits 
adenylate cyclase, activates cyclic GMP-specifi c 
phosphodiesterase (PDE) in the retina and regulates 
K+/calcium channels. The Gαq family contains G-
proteins insensitive to cholera and pertussis toxin 
and activates phospholipase β (PLC-β) with a prefer-
ence for the PLC-β2 family. The function of Gα12/13 is 
probably to regulate Cl− ion channels but remains 
uncertain. The βγ subunits were long regarded as in-
active but have now been shown to interact with 
other G-protein subunits, adenylyl cyclase, PLC-β 
and calmodulin.

Individual receptors can activate more than one 
G-protein and variation in different stages of G-
protein activation and deactivation can affect the 
regulation of intracellular signalling. The GTP hy-
drolysis and binding properties vary for individual 
Gα subunits, and accessory and regulatory protein 
also affect these processes. General G-protein func-
tion can be studied in in vivo and in vitro experiments, 

Figure 4.3 Heterotrimeric G-protein cycle. The fi gure 
illustrates the activation and deactivation of G-proteins. 
GDP, guanosine 5′ diphosphate; GTP, guanosine 
triphosphate.

Table 4.1 Classifi cation and effects of Gα subunits.

Class Members Toxin  Distribution Main functions

Gαs Gαs Cholera Wide Adenylyl cyclase stimulation

 Gαolf Cholera Brain/olfactory Adenylyl cyclase stimulation

Gαi Gαi-1 Pertussis Wide Adenylyl cyclase inhibition

 Gαi-2 Pertussis Wide Adenylyl cyclase inhibition

 Gαi-3 Pertussis Wide Adenylyl cyclase inhibition

 GαoA,B Pertussis Brain Potassium channel regulation

 Gαt1, t2 Pertussis Retina Cyclic GMP specifi c PDE activation

 Gαz   Not known

Gαq Gαq  Wide PLC-β regulation

 Gα11  Wide PLC-β regulation

 Gα14,15,16   PLC-β regulation

Gα12/13 Gα12  Wide ? Chloride channels regulation

 Gα13  Wide

GMP, guanosine monophosphate; PDE, phosphodiesterase; PLC, phospholipase C.

WEB_04.indd   59WEB_04.indd   59 7/5/2006   10:13:18 AM7/5/2006   10:13:18 AM



60   Chapter 4

utilizing the sensitivity to cholera and pertussis toxin 
for Gαs and Gαi classes, respectively. The effects of 
the Gαq classes are more diffi cult to study and gener-
ally use inhibitors of their effectors.

a2-Adrenoceptors
α2-Adrenoceptors are members of the G-protein-
coupled family of membrane receptors and mediate 
the actions of the endogenous catecholamines epi-
nephrine and norepinephrine. They are widely dis-
tributed and are located at pre- or postsynaptic and 
non-synaptic (platelets) sites. Activation of the pre-
synaptic receptors results in sympathicolytic action, 
whereas postsynaptic activation in the brainstem 
leads to an inhibition of sympathetic outfl ow. Three 
α2-adrenoceptor proteins have been cloned and are 
designated α2a, α2b and α2c, with α2a being responsi-
ble for most of the α2-adrenoceptor mediated ac-
tions. The α2-receptor agonists exert their effects via 
coupled Gαi proteins by inhibiting adenylyl cyclase 
and modifying K+/calcium channel activity. Selec-
tive α2-adrenoceptor agonists are used for the 
treatment of hypertension, sedation and analgesia 
although no in vitro selective agonists for α2-
adrenoceptor subtypes exist.

Muscarinic acetylcholine receptors
The neurotransmitter acetylcholine exerts its post-
synaptic effects on muscarinergic and nicotinergic 
receptors. Muscarinergic receptors are metabotropic 
receptors and currently fi ve receptor subtypes have 
been cloned (m1–m5). ‘Odd’ numbered subtypes 
(m1, m3, m5) signal through increases in calcium 
mediated by Gαq and Gαo facilitated PLC-β activa-
tion. Activation of the m1 and m3 receptors often 
mediate ‘slow’ neuronal excitability involving inhi-
bition of calcium-regulated potassium channels 
leading to inhibition after hyperpolarization. Corti-
cal and hippocampal muscarinic receptors may be 
important in cognition. The ‘even’ numbered sub-
types (m2 and m4) signal through Gαi, resulting in a 
decrease in adenylyl cyclase activity. The m2 musca-
rinic receptors activate cardiac potassium channels 
leading to hyperpolarization and reduced heart rate. 
Besides their coupling to second messenger systems, 
muscarinic receptors may also couple with serine/
threonine protein kinases from which modulation of 
gene expression results.

Metabotropic glutamate receptors
Metabotropic glutamate receptors are widely distrib-
uted throughout the CNS. They contain eight recep-
tors which have been classifi ed into three groups 
according to their amino acid homology, linkage to 
signalling pathways and pharmacology. The recep-
tors contained in group 1 (m1 and m5) may play an 
important part in regulating calcium release from in-
ternal stores via Gαq G-proteins. The receptors from 
the other two groups modulate adenylyl cyclase via 
Gαi G-proteins. Quisqualate is the most potent ago-
nist for group 1 receptors. Group 1 receptors may 
augment neurodegeneration, whereas group 2 and 3 
receptor agonists may be neuroprotective.

GABAB receptors
The GABAB are hetero-oligomeric receptors com-
posed of three receptor proteins (GABABR1a/b and 
GABABR2). Synaptic activation produces a slow in-
hibitory postsynaptic potential (IPSP) in contrast to 
fast IPSP produced by GABAA. GABAB are metabo-
tropic receptors and activate PLC-β, calcium and po-
tassium channels. Baclofen is a selective agonist and 
used as an antispastic and analgesic agent. GABAB 
antagonist (phaclofen) may suppress absence epi-
lepsy and improve cognitive function.

Serotonin receptors
Serotonin (5-hydroxytryptamine; 5-HT) is a major 
neurotransmitter in the CNS and synthesized from 
l-tryptophan in enterochromaffi n cells as well as in 
serotonergic neurones. Thirteen human subtypes 
are subdivided into seven different classes (5-HT1–
5-HT7) with further subdivisions. The 5-HT1 recep-
tors transduce their effects via Gαi-mediated adenylyl 
cyclase modulation. The 5-HT1A receptors are in-
volved in depression and anxiety and selective sero-
tonin reuptake inhibitors (SSRIs) are widely used, 
whereas the 5-HT1B/D receptors have emerged as tar-
gets for migraine treatment (sumatriptan). The 5-
HT2 receptors signal via Gαq, leading to an increase in 
PLC-β activity. Several receptor subtypes may pres-
ent future targets for treatment of schizophrenia and 
obesity.

The 5-HT3 subclass does not contain metabotropic 
receptors but ligand-gated cation channels and 
include commonly used anti-emetics such as 
ondansetron and granisetron.
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Intracellular receptors

In contrast to transmembrane receptors, intracellular 
receptors are located within the cytoplasm or nucleus 
of the target cell. Lipid-soluble ligands such as steroid 
hormones cross the cell membrane by simple diffu-
sion, whereas thyroid hormones enter the cell by
 facilitated diffusion. Steroid and thyroid hormone 
receptors are transcription factors; the mechanism 
of action is to modulate gene expression in target cells. 
Intracellular receptors are composed of a single 
polypeptide chain with at least three distinct domains.

The amino-terminus is involved in the interaction 
with other transcription factors and is highly variable 
between receptors. The DNA-binding domain and 
the ligand-binding domain are responsible for bind-
ing to a specifi c DNA sequence and hormone bind-
ing, respectively. Other receptor regions variably 
expressed are the nuclear localization sequence, 
which targets the protein to the nucleus, and a 
dimerization domain. Drugs that act on intracellular 
receptors are slow acting and their effects may persist 
after their elimination. Intravenous and volatile an-
aesthetic agents are therefore unlikely to signal via 
intracellular receptors.

Second and third 
messenger systems

Second messengers are low weight diffusible mole-
cules that relay signals within a cell. They are synthe-
sized or released as a result of an external signal 
received by a transmembrane receptor and serve to 
greatly amplify signal strength, with the strength of 
the signal being proportional to the concentration of 
the second messenger. Their half-life is very short 
and subcellular localizing and their water solubility 
enables the cell to limit duration and spread of the 
signal activity. There are three major classes of sec-
ond messengers relevant to anaesthesia: cyclic nu-
cleotides, lipids and calcium.

Cyclic nucleotides
Water-soluble molecules such as the cyclic nucle-
otides cyclic adenosine monophosphate (AMP) and 
cyclic guanosine monophosphate (GMP) are usually 
located within the cytosol. They are formed from ad-
enosine triphosphate (ATP) and GTP, respectively, 

through the action of the enzymes adenylyl and 
guanylyl cyclase and rapidly inactivated by PDEs.

Cyclic AMP is the major and best characterized 
second messenger and is involved in regulating neu-
ronal, cardiovascular, metabolic and other functions. 
Principally, cyclic AMP is synthesized from ATP by 
adenylyl cyclases (ACs) following binding of hor-
mones such as epinephrine, glucagons and luteiniz-
ing hormone to their respecive GPLR. The adenylyl 
cyclases are activated by Gαs and inhibited by Gαi.

ATP GTP cyclic AMP GMP AMP GMPAC GC PDE/ / // ′5

Adenylyl cyclases integrate the activity of a variety of 
signalling pathways and are susceptible to many 
modes of regulation. Currently, there are nine mem-
brane-bound and one soluble AC known. The ACs 
are differentiated by their response to calcium, the 
Gβγ subunits and Gαi. Most tissues express more than 
one AC but all calcium/calmodulin stimulated spe-
cies are restricted to neuronal and secretory tissues; 
AC5 is concentrated in striate and cardiac tissue.

Adenylyl cyclases possess fi ve major domains: an 
N-terminus, two transmembrane clusters and a du-
plicated catalytic domain. The latter is further subdi-
vided into a highly conserved C1a and C2a, which 
dimerize to form the catalytic site, and the less 
conserved C1b and C2b domains. An intracellular 
compartmentalization by co-localization of ACs with 
capacitative calcium entry channels in caveolae and 
organization in microdomains, allows a regulation of 
cyclic AMP production within the cell.

Cyclic GMP has long been recognized as a second 
messenger but its importance in signal transduction 
was not recognized for more than 20 years in the 
absence of a recognized ‘fi rst messenger’. Also, its 
relatively low intracellular concentrations when 
compared with cyclic AMP have made the investiga-
tions of its biological role more technically challeng-
ing. Cyclic GMP is formed from GTP through the 
action of the enzyme ghanylate cylcase (GC), which 
exists in either soluble or particulate forms, with the 
soluble form being located within the cytosol and 
the particulate form within the cell membrane. In 
general, particulate GCs are activated through 
natriuretic peptide receptors or intestinal peptide-
binding receptors, binding at their extracellular 
domain and resulting in production of cyclic GMP. 
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Soluble GC is the most abundant form in the CNS. It 
exists as a heterodimer consisting of α and β subunits 
and is activated by interaction of nitric oxide, result-
ing in up to 400-fold activation. Carbon monoxide 
can also activate soluble GC, resulting in a four- to 
sixfold increase in activation. Clinically used activa-
tors of soluble GC are described as nitric oxide donors 
and include glycerol trinitrate, nitroprusside or S-
nitrosothiols. Methylene blue has been described as 
an inhibitor of soluble GC but has also been shown 
to inhibit nitric oxide synthase directly.

Cyclic AMP mediates a variety of short- and long-
term responses with its main effects in activating 
protein kinase A (PKA) and regulating gene tran-
scription. The release of cyclic GMP has effects at 
three levels: by affecting cyclic GMP kinases (PKG), 
cyclic GMP regulated ion channels and PDE activity.

The duration of cyclic nucleotide signalling is not 
only dependent on the rate of cyclic nucleotide for-
mation, but also on its rate of breakdown. The cyclic 
nucleotides cyclic AMP and cyclic GMP are hydro-
lysed by PDE of which there are currently 11 isoform s 
described. PDEs possess a central catalytic domain 
with both the N- and C-terminus having regulatory 
properties. The N-terminus is thought to be involved 
in allosteric regulation and membrane targeting, 
whereas the C-terminus may be involved in dimeri-
zation and targeted for PDE-specifi c kinases. The 
human PDE isoform distribution and selective inhib-
itors are summarized in Table 4.2. Apart from the se-
lective PDE inhibitors listed in Table 4.2, there are 
several well-known non-isoform specifi c inhibitors 
such as caffeine, theophylline and pentoxifylline. 
Most PDEs utilize both cyclic nucleotides (PDE 1, 2, 
3, 10 and 11), whereas PDE 5, 6 and 9 are specifi c for 
cyclic GMP. PDE 5 is cyclic GMP specifi c and is a well-
established and important regulator of cyclic GMP 
function. The activity of the PDE enzymes is re-
gulated by cyclic AMP and cyclic GMP and is subject 
to feedback activation and inhibition of PDE.

Lipid signalling
Phospholipases are enzymes that catalyse cleavage 
of acyl- or phosphoacyl groups from glycerophos-
pholipids. They are implicated in the rearrangement 
of phospholipids and in the release of arachidonic 
acid in the eicosanoid metabolism (phospholipase 

A2). Other phospholipases such as PLC-β isoforms 
function as effector enzymes for Gαq proteins and βγ-
subunits typically released from Gαi. This leads to an 
increase in its catalytic activity and amplifi cation 
of the initial receptor stimulus. PLC-β isozymes 
hydrolyse phosphatidylinositol 4,5-bisphosphate, 
generating two intracellular products: inositol 1,4,5-
trisphosphate (IP3), a universal calcium-mobilizing 
second messenger, and diacylglycerol (DAG), an ac-
tivator of PKC PLC-β isoenzymes, are strongly asso-
ciated with membranes via scaffolding proteins and 
plasma membrane lipids forming microdomains 
similar to ACs.

IP3 is a small water-soluble molecule that diffuses 
through the cytosol and binds to receptors on the en-
doplasmic and sarcoplasmic reticulum, resulting in 
the release of calcium into the cytosol. DAG stimu-
lates membrane-bound protein PKC by greatly in-
creasing the affi nity for calcium and phosphatidyl 
serine. A conformational change pulls a pseudosub-
strate sequence from the catalytic core facilitating 
binding and phosphorylation of target proteins.

Calcium
Calcium ions are critical and probably the most 
widely used intracellular messengers. Calcium ions 
are involved in signal transduction, metabolic regu-
lation, exocytosis, muscle contraction, apoptosis and 
immune regulation. Intracellular calcium concen-
trations are tightly controlled, with resting cytoplas-
mic concentrations of 10–100 nmol in non-excitable 
cells compared with extracellular calcium concen-
trations of 2 mmol. In stimulated cells, intracellular 
calcium concentrations can rise to 1–2 µmol. There 
are two main calcium depots: the extracellular fl uid 
and the endoplasmic reticulum. Calcium is released 
into the cytoplasm from the extracellular fl uid by 
voltage-gated calcium channels in response to plas-
ma membrane depolarization and ligand-gated cal-
cium channels. Calcium ions are also released from 
the endoplasmic reticulum via IP3-gated channels 
and ryanodine receptors. Ryanodine receptors are 
found in most cells but are concentrated in striate 
muscle and show sequence homology with IP3-gated 
channels. Caffeine is a very effective activator of the 
ryanodine receptor, whereas heparin is used as an 
inhibitor. Calcium ions are returned by energy 
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Table 4.2 Human phosphodiesterase (PDE) characteristics, tissue distribution and selective inhibitors.

Family Characteristics Primary tissue distribution Selective inhibitors

PDE 1 Calcium/calmodulin-stimulated Heart, brain, lung, smooth muscle Vinpocetine

PDE 2 Cyclic GMP-stimulated Adrenal gland, heart, lung EHNA

PDE 3 Cyclic GMP-inhibited,  Heart, lung, liver, platelets Milrinone
 cyclic AMP-selective

PDE 4 Cyclic AMP-specifi c,  Sertoli cells, kidney, brain Rolipram
 cGMP-insensitive

PDE 5 Cyclic GMP-specifi c Lung, brain, smooth muscle Sildenafi l

PDE 6 Cyclic GMP-specifi c Photoreceptors Zaprinast

PDE 7 Cyclic AMP-specifi c Skeletal muscle, heart, brain None

PDE 8 Cyclic AMP-selective,  Testes, eye, liver, heart None
 IBMX insensitive

PDE 9 Cyclic GMP-specifi c,  Kidney, liver, lung, brain None
 IBMX insensitive

PDE 10 Cyclic GMP-sensitive,  Testes, brain None
 cAMP-selective

PDE 11 Cyclic GMP-sensitive, dual Skeletal muscle, prostate None
 specifi city

AMP, adenosine monophosphate; EHNA, erythro-9- (2-hydroxy-3-nonyl) adenine hydrochloride; GMP, guanosine 
monophosphate; IBMX, 3-isobutyl-L-methylxanthine .

dependent active transport systems such as calcium-
ATPase and sodium–calcium exchangers to the 
extracellular fl uid and endoplasmic reticulum 
(Fig. 4.4).

‘Third’ messenger systems
Third messengers are dependent on second messen-
ger systems and represent events down the signal-
ling cascades. These systems now possess substantial 
receptor reserve and complicated feedback mecha-
nisms and are integrated with numerous intracellu-
lar pathways. Most second messenger systems, 
however, activate protein kinases as their primary 
target and are considered here. Protein kinases cata-
lyse phosphoryl transfers from ATP to serine, tyro-
sine, threonine and histidine residues of regulatory 
proteins. They are allosterically controlled and de-
pend on the concentrations of intracellular messen-

gers. The protein kinases are named based on their 
primary activators such as PKC for calcium depend-
ent, PKA for cyclic AMP dependence and PKG for 
cyclic GMP activation.

Protein kinase C are a family of membrane-bound 
kinases that phosphorylate specifi c serine and threo-
nine residues in target proteins including ligand- and 
voltage-gated ion channels and metabotropic re-
ceptors. Known target proteins include calmodulin, 
β-adrenergic receptors, glucose transporter, HMG-
CoA reductase and cytochrome P450. PKC can be 
classifi ed based on their sensitivity to calcium and 
DAG and phorbol ester. Many PKC isoforms 
have their own distinct tissue distribution, implying 
unique regulatory roles for each class. They are 
laterally organized within the plasma membrane 
and bound to proteins known as receptors for acti-
vated C kinases (RACKs) which are also capable of 
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binding components of other signalling pathways 
and could serve therefore as sites of signal 
integration.

Cyclic AMP exerts almost all of its actions through 
the activation of a single enzyme, PKA. Cyclic AMP-
dependent protein kinase is one of the simplest 
members of the protein kinase family and its kinetic 
properties as well as crystal structure have been well 
characterized. The catalytic subunit is regulated by 
four different regulatory subunits that target PKA to 
scaffolding proteins (A kinase anchoring proteins; 
AKAP) to achieve close proximity to specifi c sub-
strates within the cell. The catalytic subunit has a 
small amino terminal domain for ATP binding and a 
larger carboxyl terminal domain as a docking site for 
the protein substrate. The regulatory subunit inhib-
its the catalytic subunit activity and serves as primary 
receptor for cyclic AMP.

There are two major types of cyclic GMP depen-
dent protein kinases: a soluble cyclic GMP kinase, 
defi ned as type 1 (PKG1) which exists as a dimer, and 
secondly a particulate membrane-bound mono meric 
form termed type 2 (PKG2). Cyclic GMP kinases 
are serine/threonine protein kinases and are most 

abundant in smooth muscle, platelets and cerebel-
lum. Recently, immunocytochemistry studies dem-
onstrated that cerebral PKG1 is almost restricted to 
Purkinje cells but may exert its main role at the neu-
romuscular endplate. PKG2 is a ubiquitous brain 
protein kinase and responsible for most cyclic GMP-
mediated protein phosphorylation.

PKG has been implicated in a number of biolo-
gically important processes ranging from regulation 
of intracellular calcium to gene regulation and cell 
proliferation. Its primary function, however, appears 
to be the control of intracellular calcium concentra-
tion within a narrow range through non-specifi c 
voltage-gated and metabotropic calcium channels. 
This effect is mediated through calcium-activated 
potassium channels, which increase the opening 
probability leading to an inward pota ssium fl ux in 
exchange for calcium. Cyclic GMP may exert a de-
gree of feedback inhibition of its formation through 
the action of PKG on these channels, leading to a de-
crease in calcium infl ux and reduced nitric oxide re-
lease. There is also some evidence that 5′ GMP, a 
metabolite of cyclic GMP, rather than PKG, is the 
activating compound for the potassium–calcium 

Figure 4.4 Calcium regulation. DAG, diacylglycerol; GDP, guanosine 5′ diphosphate; GTP, guanosine triphosphate; IP3, 
inositol 1,4,5-trisphosphate; PKC, protein kinase C; PLC-β, phospholipase C-β; PS, phosphatidylserine.
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exchanger. PKG has also been reported to phosphor-
ylate AMPA receptors in cerebellar slices, although 
the expected feedback inhi bition of AMPA may be 
primarily caused by cyclic GMP rather than PKG. In 
addition to these channel modulations, cyclic GMP 
and PKG may also reduce intracellular calcium 
through sodium–calcium exchange, calcium ATPase 
and G-protein modulation. However, it is unlikely 
that a single mechanism is responsible for the effects 
of cyclic GMP on calcium homoeostasis.

Receptors and messenger systems 
relevant to anaesthesia

The fi rst general anaesthetic was administered more 
than 150 years ago but a generally accepted hypoth-
esis for the mechanisms involved in general anaes-
thesia remains elusive. There are several theories for 
the mechanisms of anaesthesia, ranging from the 
Meyer–Overton theory suggesting the importance of 
a lipid-like phase, to more recent theories of proteins 
as anaesthetic targets. Clinical concentrations of an-
aesthetic agents can enhance the effects of inhi-
bitory, or block the actions of excitatory, ligand- and 
voltage-gated ion channels. Given the diverse mo-
lecular structure of anaesthetic agents, ranging from 
noble gases such as xenon to the more complex 
structure of amino steroids, it appears unlikely that 
all anaesthetic agents act on one target only. More 
likely, they act on a number of targets and complex 
systems. In tracing a cascade of events towards the 
response elements, the further one gets away from 
agonist binding, the more likely it gets that intracel-
lular systems integrate and provide feedback mecha-
nisms, making fi rm conclusions about cause and 
effect diffi cult. This is particularly true for interpreta-
tion of in vitro and in vivo investigations and should 
be borne in mind in the following discussion of the 
effects of anaesthetic agents.

Ionotropic receptors
Inhibitory ligand-gated ion channels
Volatile and intravenous anaesthetic agents enhance 
the currents through GABAA and glycine chloride 
channels, resulting in a reduction in the excitability 
of neurones and anaesthetic depressant actions. In 
vitro studies suggest that volatile and intravenous an-
aesthetic agents directly activate GABAA receptors or 

potentiate GABA actions by increasing the opening 
probability of GABAA receptors. In vivo studies using 
a point mutation of the β3 subunit of the GABAA re-
ceptor suggest a critical role of the GABAA receptor in 
mediating the effects of propofol and etomidate for 
immobility and to a lesser extent for hypnosis. How-
ever, this is not necessarily proven for inhalational 
anaesthetic agents.

Glycine is a major inhibitory neurotransmitter in 
the spinal cord. The glycine receptor antagonist in-
creases the minimum alveolar concentration (MAC) 
of volatile anaesthetic agents in in vivo studies and 
anaesthetic agents prolong the glycinergic duration 
of miniature postsynaptic currents in vitro. With the 
spinal cord being the prime candidate for mediating 
the immobility actions of volatile anaesthetic agents, 
glycinergic receptors are likely to be involved in me-
diating the effects of anaesthetic agents.

Excitatory ligand-gated ion channels
Several volatile anaesthetics can block NMDA recep-
tors at clinically relevant concentrations and NMDA 
receptor blockade dose dependently decreases MAC 
in in vivo studies. However, ketamine, nitrous oxide 
and xenon have greater in vitro effects than potent 
volatile anaesthetics on NMDA receptors. These re-
sults suggest that NMDA receptors may have a 
signifi cant role in mediating the effect of anaesthetic 
agents. Although AMPA and kainate receptor antag-
onists reduce MAC and anaesthetic agents inhibit 
AMPA and kainate-mediated excitatory postsynap-
tic currents, genetically modifi ed mice absent in 
AMPA receptors have normal MAC values. In addi-
tion, kainate receptors require anaesthetic concen-
trations in excess of clinically relevant, suggesting 
that both kainate and AMPA receptor systems might 
not be relevant during anaesthesia.

Small concentrations of volatile anaesthetic agents 
and ketamine inhibit nicotinergic transmission in in 
vitro studies but neither agonists nor antagonists of 
nicotinic receptors in in vivo studies decrease MAC 
for volatile anaesthetics. Non-immobilizers (i.e. vol-
atile agents predicted to have anaesthetic activity but 
do not cause or add to anaesthetic effects) inhibit 
nicotinergic receptors in vitro, suggesting that nico-
tinergic transmission is not involved in modulating 
the effects of anaesthesia.
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The 5-HT3 receptor ligand-gated cation channel 
possesses a considerable sequence homology to other 
ionotropic channels such as GABAA, glycine and 
nicotinergic channels and displays an increase in 
pro-excitatory effects in response to anaesthetic 
agents. In addition, the absence of in vivo effects in re-
sponse to antagonism suggests that 5-HT3 receptors 
do not have a role in anaesthesia.

Metabotropic receptors
The α2-receptor agonists clonidine and dexmedeto-
midine decrease anaesthetic requirements via inhi-
bition of the locus coeruleus with the resulting 
disinhibition of the ventrolateral pre-optic nucleus 
(GABAergic) and inhibition of tuberomammillary 
nucleus. This suggests a convergence on endogenous 
sleep-promoting pathways. Recent in vivo studies 
using genetically modifi ed mice indicate that pos-
sibly α2A-receptors are responsible for hypnotic ef-
fects and α2B-receptor for analgesic properties (? 
nitrous oxide) of α2-receptor agonists.

Volatile anaesthetic agents inhibit muscarinergic 
signalling through activation of PKC in vitro. How-
ever, in vivo studies with muscarinergic antagonists 
alone or in combination with nicotinic blocking 
drugs do not change MAC, suggesting that choliner-
gic inhibition is not a primary target for anaesthetic 
agents.

Second and ‘third’ messenger systems
The glutamate–nitric oxide cyclic GMP pathway has 
been identifi ed as a potential major target for general 
anaesthetic agents, because acute inhibition of this 
pathway using non-isoform specifi c nitric oxide syn-
thase inhibitors reduces the anaesthetic require-
ments in most animal studies by either reducing the 
minimum anaesthetic concentration for volatile 
anaesthetic agents or increasing sleep times for intra-
venous anaesthetic agents. However, chronic ad-
ministration of NOS inhibitors and the genetic 
absence of the neuronal NOS isoform (type I NOS or 
nNOS) do not reduce the anaesthetic requirements 
in in vivo experiments, suggesting alternative or 
compensatory mechanisms. Glutamate stimulates 
NMDA receptors, resulting in an infl ux of calcium 
and subsequent stimulation of type I NOS coupled to 
the NMDA receptor via PSD95. Cerebral cyclic GMP 
concentrations change during anaesthesia in ani-

mals and similar changes have been observed in 
human plasma. Cyclic GMP may therefore represent 
a potential biochemical marker for anaesthesia. Very 
little is known about the effects of anaesthesia on the 
hydrolysis of cyclic nucleotides.

Early in vivo experiments suggested an important 
role for protein kinases in anaesthesia, because non-
specifi c inhibitors cause behavioural changes similar 
to anaesthesia. In vitro experiments implicate PKC in 
the actions of anaesthetic agents, suggesting that an 
activation of PKC results in receptor and channel 
phosphorylation and dampening of the agonist re-
sponse. It is unclear, however, if anaesthetics change 
the cellular levels of activators such as DAG or cal-
cium or even simply change the phosphorylation 
sites of their targets.

G-proteins themselves may be primary targets 
for anaesthetic agents because the receptor–G-
protein coupling is suffi ciently sensitive to a wide 
range of anaesthetics. For example, an in vitro study 
in vestigating the effects of volatile anaesthetic agents 
on purifi ed Gα subunits demonstrated an inhibition 
in GTP binding in Gαi-1–3 subunits and minimally 
in Gαs subunits for all volatile anaesthetic agents, 
whereas Gαo subunits were completely insensitive 
to volatile anaesthetic agents. GTP hydrolysis 
was also unaffected by volatile anaesthetic agents. 
More work is needed to provide defi nitive answers 
on the role of G-proteins during anaesthesia.
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CHAPTER 5

Anaphylaxis
Michael Rose and Malcolm Fisher

Introduction

An anaphylactic reaction describes an immunologi-
cal response generated by the body towards a mole-
cule recognized as being hostile, and involves type I 
hypersensitivity mediated by immunoglobulin E 
(IgE) or immunoglobulin G (IgG) antibodies (Fig. 
5.1). The term anaphylaxis has also been widely used 
to describe a set of clinical signs and symptoms that 
resemble type I hypersensitivity, regardless of the 
mechanism.

Anaphylactoid reactions are those reactions that 
clinically resemble antibody-mediated, immunolog-
ically driven anaphylaxis, but which are caused by 
other mechanisms, such as the direct effect of drugs 
on vessels, drug interactions or drug-mediated direct 
release of mediators such as histamine (Fig. 5.2). The 
lack of an immunological cause for an event may be 
confused with an inability to detect an immunologi-
cal cause because of technical reasons. An anaphy-
lactic reaction may then be labelled an anaphylactoid 
reaction, resulting in a drug being administered to a 
sensitive patient because a direct lack of causation 
was not determined. For this reason, the term ana-
phylactoid should be reserved for those cases in which 
no chance of an immunological mechanism exists, 
clinical anaphylaxis to the clinical syndrome, and ana-
phylaxis to those situations in which true type I hy-
persensitivity is suspected or has been demonstrated. 
Until causation of an event is established it is best to 
assume that an immune mechanism is present, and 
subsequent exposure to possible precipitating agents 
avoided.

Incidence of anaphylaxis 
in anaesthesia

The incidence of anaphylaxis under anaesthesia var-

ies between series and countries. In all series, true 
anaphylaxis during anaesthesia is rare. It would re-
quire approximately 30 million patients to be studied 
to establish a true incidence within 5% confi dence 
limits [1] which is, of course, impractical. However, 
estimates of incidence have been made, and the Bos-
ton Collaborative Drug Surveillance Study [2] esti-
mated the incidence of in-hospital reactions as 3 in 
10 000 patients. The incidence of anaphylaxis during 
anaesthesia in Australia is thought to be 1 in 10 000–
20 000 [1] and in France as 1 in 13 000 cases, or 6500 
cases where a neuromuscular blocker was used [3]. 
Anaphylaxis to neuromuscular blocking drugs 
(NMBDs) is more common in females, with approxi-
mately 55–73% of reactions in women reported in 
several international studies [4–7].

Aetiology, pathogenesis and clinical 
features of anaphylaxis

Anaphylaxis is an example of type I hypersensitivity 
according to the classic description by Coombes 
and Gell [8]. The major immunoglobulin involved 
in anaphylaxis is IgE. Sensitization occurs following 
exposure to an allergenic substance either alone or 
after combination with another protein or hapten. 
The result is the production of IgE against this aller-
gen, some of which binds to the surface of mast 
cells and basophils. At a later time when the patient 
is again exposed to the allergen, an antigen–antibody 
reaction occurs on the surface of the cell during 
which two molecules of IgE are cross-linked. The 
result is degranulation of mast cells and basophils 
and release of histamine and other infl ammatory 
mediators such as platelet activating factor (PAF), 
proteases and proteoglycans [9]. An infl ammatory 
cascade is generated, resulting in the release of 
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ANAPHYLAXIS

1. Sensitization

APC

Antigen presenting cell (APC)
Presents antigen to CD4 T lymphocyte (TL)

TL BL PC

T lymphocyte cytokines induce
B lymphocyte to differentiate into
plasma cell (PC)

Drug-specific IgE released.
Binds to mast cells and basophils

2. Re-exposure to antigen

IgE expressed on surface of
mast cell or basophil. 2 molecules
of IgE cross-linked 3. Release of inflammatory

mediators

Histamine, platelet activating factor,
leukotrienes, prostaglandins, proteases

Figure 5.1 Mechanism of anaphylactic reactions.

ANAPHYLACTOID REACTION

• No prior exposure or sensitization needed
• May occur on first administration of antigen

Complement

Non-drug specific
antibody (not IgE)

Osmotic mechanism

Direct activation

Mast cell

Basophil

or

Release of
inflammatory
mediators

Histamine, platelet activating
factor, leukotrienes,
prostaglandins, proteases

Figure 5.2 Mechanism of anaphylactoid reactions.
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leukotrienes (LTC4, LTE4 and LTD4) and prostag-
landins (PGD2).

Histamine, PGD2 and LTC4 are mediators involved 
in vascular permeability and have been implicated in 
the vascular phenomena associated with anaphylax-
is. While histamine is involved in many of the early 
symptoms and signs of the reaction, it is rapidly 
cleared from the plasma [10]. The overall result of 
the sudden release of infl ammatory mediators is va-
sodilatation, smooth muscle contraction, glandular 
secretion and increased capillary permeability, both 
locally and systemically.

Histamine may also be released directly from mast 
cells by some drugs and this may result in clinical 
symptoms and signs. These are related to dose of drug 
and rate of infusion. There is some evidence that 
histamine release varies in different groups of mast 
cells. While the relevance of these laboratory studies 
to the intact patient is controversial, they provide 
an attractive explanation for some of the clinical 
effects of drugs that stimulate histamine release. The 
site of histamine release may be important in the 
clinical effects produced. Drugs such as morphine 
stimulate release of histamine from skin alone [11] 
and have little propensity for systemic symptoms 
such as asthma, whereas drugs such as atracurium 
and propofol, which produce histamine release from 
lung mast cells, may be more likely to induce br-
onchospasm [12]. For the most part, direct stimula-
tion of histamine release produces transient 
symptoms, although severe reactions may occur in 
some patients, especially with vancomycin and 
Haemaccel® (Syner-Med).

True anaphylactoid reactions are triggered by 
mechanisms other than by direct histamine release. 
These include activation of the complement system 
(e.g. some intravenous drugs, X-ray contrast media), 
non-IgE antibody already present in the patient’s 
plasma or osmotic mechanisms (e.g. dextrose, 
mannitol).

Clinical manifestations 
of anaphylaxis

The syndrome of clinical anaphylaxis (either truly 
anaphylactic or anaphylactoid) usually (in 95% of 
cases) begins within 5 min of administration of the 

allergen if it has been administered intravenously. 
The onset of anaphylaxis may be slower and progres-
sion less rapid if the trigger is not parenteral (e.g. food 
or latex). Reactions vary in severity from mild to fatal 
(mortality 4% and a further 2% sustaining brain 
damage in a large series) [1].

Clinical features involve multiple organ systems 
and are variable. The incidences of clinical features of 
anaphylaxis to drugs given intravenously in the peri-
operative period are presented in Table 5.1. It can be 
seen that the most common manifestations are car-
diovascular manifestations (hypotension, including 
collapse), cutaneous manifestations (rash, erythema, 
urticaria), respiratory compromise (bronchospasm) 
and angioedema. Cardiovascular collapse is the most 
common manifestation to present alone and is most 
likely to be the most severe feature. A recent survey 
in France [3] graded the severity of anaphylactic re-
actions, ranging from I to IV. Grade I was defi ned as 
presence of cutaneous signs; grade II as presence of 
measurable but not life-threatening symptoms 
including cutaneous effects, arterial hypotension 
(defi ned as more than 30% decrease in arterial blood 
pressure associated with unexplained tachycardia); 
grade III as presence of a life-threatening reaction 

Table 5.1 Clinical features of anaphylaxis in 774 patients.

  Sole  Worst
 Number feature feature

Cardiovascular collapse 662  81 607

Bronchospasm 283  35 133
 Transient 113
 Asthmatics 100

Cutaneous
 Rash 116
 Erythema 328
 Urticaria  62
 More than 1  40

Angioedema 179  10  29

Generalized oedema  45

Pulmonary oedema  19   1   3

Gastrointestinal  40
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such as cardiovascular collapse, tachycardia or 
bradycardia, arrhythmias or severe bronchospasm; 
and grade IV was defi ned as circulatory insuffi ciency 
and cardiac and/or respiratory arrest. Of the 477 
cases examined in this case review, the most com-
mon severity was grade III (62.6%) followed by 
grade II (22.9%), grade I (10.1%) and fi nally grade 
IV (4.4% of cases).

The diagnosis of anaphylaxis is usually made at a 
time when the reaction is well advanced. This is dem-
onstrated by the timing of the fi rst clinical feature 
noted in a series of 750 patients (Table 5.2). Since 
1990, when the use of pulse oximetry was wide-
spread, the most common presenting feature has 
been desaturation or loss of pulse oximetry wave-
form, or transient diffi culty in lung infl ation. It is 
worth noting that asthmatics experiencing anaphy-
laxis virtually always have bronchospasm. When 
bronchospasm is severe it is extremely diffi cult to 
treat. Pulmonary oedema is rarely associated with 
anaphylaxis and the mechanism involved is a non-
cardiogenic oedema, associated with low venous 
pressures and a large volume defi cit. However, reac-

tions to protamine, blood products and venoms may 
produce severe pulmonary vasoconstriction and 
right ventricular failure [13–15].

Differential diagnosis 
of anaphylaxis

The diagnosis of anaphylaxis may be obvious in 
the setting of cardiovascular collapse, urticaria and 
bronchospasm following the administration of an 
intravenous medication, particularly if the patient is 
known to be sensitive. The cardinal symptoms and 
signs that anaphylaxis may be severe include rapid-
ity of onset, dyspnoea, stridor, facial swelling and 
hypotension.

The diagnosis may not be so apparent if the re-
action is low grade or if concomitant events cause 
confusion over the genesis of signs (such as hypo-
tension and tachycardia as a result of excessive blood 
loss during surgery). During general anaesthesia, 
early symptoms of anaphylaxis such as tongue 
swe lling, itch, breathing diffi culty and wheeze will 
obviously not be reported. Signs such as rash or urti-
caria may not be noted until drapes are removed, 
leading to delay in diagnosis or possibly even failure 
of a diagnosis of clinical anaphylaxis being 
considered.

The unusual reactions involving only one organ 
system, such as bronchospasm, also may lead to an 
anaphylactic cause being overlooked and a delay in 
treatment, especially in patients known to suffer 
from asthma. Other causes of hypotension and bron-
chospasm during anaesthesia are more common 
than allergic reactions. Cardiovascular collapse may 
result from inherent cardiac causes such as cardiac 
failure and acute myocardial infarction, and pulmo-
nary embolism of blood clot or other matter. Distinc-
tion of these from a diagnosis of anaphylaxis may 
be diffi cult, but is aided by the presence of low 
venous pressure, vasodilatation and the presence of 
supraventricular tachycardia as the predominant 
rhythm in established anaphylaxis [16]. Vasovagal 
reactions may also simulate anaphylaxis in the 
awake patient and are often misdiagnosed as allergic, 
particularly with local anaesthesic blocks for surgery. 
Signs that aid the diagnosis are initial bradycardia 
and sweating, hyperventilation and initial bradycar-

Table 5.2 First clinical feature noted during anaphylactic 
reactions in 750 patients.

Symptom Number

Subjective  17

Cough  46

No pulse 197

No bleeding   2

Swelling  13

Diffi cult to infl ate 177

ECG abnormality  14

Rash  37

Flush 124

Urticaria  15

Other  21

Desaturation  87

Total records 589
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dia and hypotension followed by the return of nor-
mal pulse rate and blood pressure without the need 
for treatment.

Factors altering risk of anaphylaxis

Females are more likely to experience anaphylaxis 
than males. This preponderance persists even after 
the increased rate of anaesthesia in women is taken 
into account [17]. In a comprehensive review of risk 
factors, Fisher and Doig [18] found few valid risk fac-
tors. Those that did appear to be signifi cant included 
previous anaphylaxis or an unexplained adverse 
event during anaesthesia. In addition, patients with 
spina bifi da or allergy to some fruits were at increased 
risk of latex allergy and those with IgA defi ciency 
were at risk from blood products and their deriva-
tives (including some colloid solutions). However, it 
is important to remember that in spite of an increased 
incidence of a history of allergy, atopy and asthma in 
patients who have anaphylaxis during anaesthesia, 
the overwhelming majority of patients with such a 
history have uneventful anaesthesia and that such 
a history does not constitute a valid predictor of 
risk [19].

Factors affecting severity 
of anaphylaxis

Health
Anaphylaxis is a condition generally seen in fi t pa-
tients. It is less commonly seen in critically ill patients 
on the intensive care unit. It is thought that the re-
sponse to stress (release of both steroid hormones 
and adrenaline) acts to ‘pre-treat’ such patients, an-
tagonizing the release and effects of the mediators of 
anaphylaxis.

Asthma
Patients who suffer from asthma are more likely to 
develop severe bronchospasm, which is diffi cult to 
treat [20]. In addition, patients with asthma have a 
reduced catecholamine response [21].

b-Adrenergic blockade
Patients treated with β-adrenergic antagonists may 
experience more severe anaphylaxis, with features 

of severe hypotension, bronchospasm and paradoxi-
cal bradycardia [22]. Such patients are more likely to 
be refractory to treatment, and massive doses of 
adrenaline (epinephrine) may be needed. Consider-
ation should also be given to the use of drugs with 
prominent α-adrenergic agonist properties such as 
metaraminol or noradrenaline (norepinephrine). 
Glucagon may also have a role.

Epidural blockade
The sympathectomy induced by epidural blockade 
may exacerbate cardiovascular collapse during 
anaphylaxis and may necessitate higher doses of 
adrenaline and greater volumes of fl uid resusci-
tation. The risk of death from anaphylaxis to 
dextrans is increased in patients with epidural 
blockade [23].

Anaphylaxis under 
anaesthesia  —  most 
common triggers

In contrast to anaphylaxis in the community, which 
tends to be triggered by foodstuffs (especially nuts), 
Hymenoptera (e.g. bees, wasps) plants and drugs, the 
most common anaesthetic triggers for anaphylaxis 
occurring during anaesthesia are intravenous drugs. 
Of these, neuromuscular blocking drugs are the most 
common cause in most countries with available data. 
In Sweden, however, reactions to latex and chlo-
rhexidine are more common than reactions to 
NMBDs. Reactions to NMBDs are rarely described in 
the USA and rarely seen in South Africa. Antibiotics, 
colloids and protamine are the next most common 
triggers. Recently, there have been increasing re-
ports of intraoperative anaphylaxis to chlorhexidine 
[24, 25], patent blue dye and aprotinin. Latex is also 
becoming a relatively frequent cause of adverse reac-
tion under anaesthetic. In some patients, sensitization 
to more than one agent administered is found during 
subsequent testing. Volatile agents are not known to 
cause anaphylactic reactions.

Neuromuscular blocking drugs
Anaphylaxis resulting from NMBDs is brought about 
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by IgE antibodies binding to the NMBD-substituted 
paired tertiary or quaternary ammonium ions, which 
are inherent to the structure of the NMBD molecule. 
The NMBD most likely to cause anaphylaxis is 
suxamethonium, possibly because its structure is 
fl exible, making cross-linking of two IgE molecules 
relatively easy [26,27]. Cross-sensitivity between 
NMBD is approximately 60% [28] but is not entirely 
predictable on the basis of relationships of structure 
and class between drugs, with the exception of cisat-
racurium and atracurium which are antigenically 
isomers [29]. Cross-sensitivity to NMBDs can be 
identifi ed by skin testing or radioimmunoassay. His-
torically, the most common pairs of drugs to cross-
react are suxamethonium and gallamine, alcuronium 
and D-tubocurarine and pancuronium and vecuro-
nium [1]. Data on cross-sensitivity is dependent 
on whether it is detected by skin testing or 
radioimmunoassay.

A particularly unusual feature of anaphylaxis to 
NMBDs is that sensitization via previous exposure to 
these agents does not appear to be evident in many 
cases. The reason for this is unclear, but may relate to 
the fact that many other compounds found in food-
stuffs and other pharmaceutical preparations (e.g. 
morphine, neostigmine) contain tertiary or quater-
nary ammonium ions that could potentially sensitize 
patients to subsequent NMBD exposure.

Antibiotics
Allergy to antibiotics is a growing problem in an era 
when routine use of such drugs during anaesthesia is 
common. A history of antibiotic allergy should al-
ways be clarifi ed carefully prior to anaesthesia in 
order either to avoid administration of drugs likely to 
be antigenic in a patient, or not to avoid the most 
appropriate antibiotic when symptoms of so-called 
allergy are simply minor gastrointestinal upset.

Penicillin allergy is perhaps the most common 
quoted allergy reported by patients and often the his-
tory of the inciting event is poorly remembered. The 
only way to clarify the patient’s status in question-
able cases (after exclusion of clear positives and neg-
atives from history) is to perform skin prick and 
intradermal testing. It is important to note that the 
predictive value of a negative skin test to penicillin is 
97% (approximately 3% of those with a negative 

test will develop a limited skin rash with penicillin 
administration) [30]. When allergy to penicillin is 
established, or insuffi cient time exists for clarifi ca-
tion, other antibiotics must be chosen for antibacte-
rial therapy. Traditionally, cross-reactivity between 
penicillins and cephalosporins was thought to occur 
in approximately 10% of cases on the basis of the 
shared antigenicity of the β-lactam ring common to 
both groups of antibiotics. Debate continues as to 
whether there is true cross-reactivity between the 
groups, as reactions to early generation cepha-
losporins in penicillin-allergic patients have since 
been attributed to traces of penicillin present, or to 
rashes of non-immunological cause. Post-marketing 
studies of second and third generation cepha-
losporins have demonstrated no increase in allergic 
reactions in patients with histories of penicillin 
allergy [31].

Opioids
Adverse reactions to opioids (including morphine, 
pethidine, fentanyl and congeners or codeine) are 
commonly described by patients, but are usually 
adverse effects such as nausea and vomiting, halluci-
nations or dysphoria, drowsiness or apnoea. Anaph-
ylaxis to this group of drugs is possible but is rare 
[32]. Non-immunological histamine release in re-
sponse to morphine and pethidine is more common-
ly encountered.

Latex
Adverse reactions to latex (a natural rubber com-
pound produced from the sap of the Hevea brasiliensis 
tree) can occur, in decreasing order of severity and 
increasing order of frequency, as type I mediated 
hypersensitivity reaction (anaphylaxis), a type IV 
mediated hypersensitivity reaction, delayed-onset 
hypersensitivity, allergic contact dermatitis and, 
most commonly, irritant contact dermatitis.

High-risk groups for latex reactions include those 
frequently exposed to latex antigens such as health-
care workers and spina bifi da patients (many of 
whom have undergone frequent urinary catheteri-
zation) as well as atopic individuals and those sensi-
tive to certain fruits that may share a 30-kd epitope 
with latex (avocados, pears, bananas, kiwifruit, 
strawberries, guavas, peaches and citrus fruits). Type 
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I hypersensitivity to latex has become a very impor-
tant cause of anaphylaxis during anaesthesia. Uni-
versal precautions became widespread in the 1980s, 
and the resulting demand for rubber gloves saw pro-
duction of rubber rapidly increase, with a subsequent 
decrease in purity of the product (more antigenic 
latex proteins). Latex sensitivity has since become a 
major cause of anaphylaxis under anaesthesia, sec-
ond only to NMBDs in the survey conducted by Lax-
enaire et al. [33] in France between 1994 and 1996 
(16.6% of cases). Since then, increased awareness of 
latex allergy combined with alternatives to latex 
products (e.g. neoprene, vinyl, silicone) has seen re-
ports of the incidence of latex sensitivity decline, and 
a follow-up survey revealed a fall to 12.1% of cases in 
1997–98 [34].

Type IV hypersensitivity to latex results from 
T-cell mediated sensitization to additives in the 
latex product. This reaction begins 2–3 days after ex-
posure and may cause erythema, with scales and 
vesicles [34]. Irritant contact dermatitis is a non-
immunological reaction that may occur on fi rst or 
subsequent exposure to latex products, and is 
caused by chemical irritation of the gloves and their 
high pH. It results in hands feeling itchy or sore and 
looking red and usually resolves with discontinua-
tion of exposure and treatment with moisturizers 
[34].

Local anaesthetics
Genuine allergic reactions to local anaesthetic agents 
are extremely rare, despite reports of such allergy. 
The most common causes for adverse reactions after 
local anaesthesia administration are vasovagal reac-
tions, palpitations secondary to adrenaline adminis-
tered as a local anaesthetic additive, toxicity from 
overdosage of local anaesthesia used for regional 
blocks or facial swelling caused by trauma from den-
tal injections. Cases in which true anaphylaxis is sus-
pected can be confi rmed by skin testing or excluded 
by progressive challenge. Some cross-reactivity be-
tween amide local anaesthetics and, less commonly, 
between amide and ester local anaesthetics has been 
described [35].

Induction agents
The incidence of reactions to this induction of agents 

is low. Propofol was originally formulated in a ve-
hicle containing Cremophor® EL but was reformu-
lated as a lipid emulsion following reports of severe 
allergic reactions. The current preparation is an 
uncommon cause of anaphylaxis and contains 
soybean oil, glycerol and egg lecithin. Concerns 
about reactions to the egg lecithin component of 
the preparation in patients known to be allergic 
to egg have led to the recommendation from manu-
facturers of propofol that patients known to have 
allergy to egg should not receive this drug. While 
this would seem sensible, there has been no evidence 
to date to corroborate or refute these concerns. Ana-
phylaxis to the thiobarbiturate thiopental has also 
been described, but is uncommon. Interestingly, 
although IgE reactions to thiobarbiturate are 
documented, no incidences of such a reaction have 
been attributed to its close relative methohexital, an 
oxybarbiturate.

Colloids
Clinical anaphylaxis to all groups of colloids is possi-
ble, including gelatins (such as Haemaccel® and 
Gelofusine®), albumin, dextrans and starches. Of 
these, dextrans are the only group to which anti-
bodies have been demonstrated and anaphylaxis has 
been proven. Reactions to these fl uids accounted for 
2.9% of intraoperative anaphylaxis in a French sur-
vey [33]. Gelatins and dextrans seem to be more likely 
to produce reactions than albumin or hetastarch [36].

Testing of patients following reactions to gelatins 
may demonstrate elevated mast cell tryptases and 
positive skin tests, but antigelatin antibodies are yet 
to be demonstrated in these patients. Gelatins are 
also potent direct histamine releasers and may pro-
duce adverse effects purely from the direct effects of 
histamine. As a result of anaphylactic events to the 
Dextran 40 or 70 preparations, Promit® (Dextran 1) 
has been developed as a monovalent hapten to be 
administered within 15 min of the larger molecule. 
This decreases the likelihood of anaphylaxis, but 
may generate anaphylaxis itself. As such, patients 
known to be sensitive to dextrans should not be 
given colloids altogether.

Methylmethacrylate
No allergic mechanism has been demonstrated for 
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reported episodes of hypotension and systemic 
reactions observed after the use of bone cement 
intraoperatively.

Treatment of anaphylaxis 
during anaesthesia

As the clinical manifestations of anaphylaxis are ex-
tremely varied, from single organ signs (e.g. bron-
chospasm) to cardiorespiratory arrest, treatment in 
each individual case should be tailored accordingly. 
There are no randomized controlled trials of treat-
ment approaches in anaphylaxis, so the following is 
derived more from accepted practice and consensus 
than evidence.

In broad terms, management should include:
1 Removal or discontinuation of likely causative 
agents
2 Calling for help
3 Resuscitation following standard guidelines (air-
way, breathing, circulation, etc.) and in particular 
the use of adrenaline and intravenous fl uid
4 Prevention of further infl ammatory mediator 
release
5 Provision of an adequate environment for post-
event monitoring and care (intensive care unit)
6 Investigation of the event to confi rm a diagnosis of 
anaphylaxis and identify a likely inciting cause.

Non-specifi c measures
High concentration (100%) oxygen should be ad-
ministered immediately. The airway should be se-
cured with an endotracheal tube if the patient is 
unconscious, to enable ventilation in the event of 
severe bronchospasm and also to ensure a patent 
airway in the case of ensuing airway oedema. Deter-
mination of adequacy of cardiac output will dictate 
commencement of external cardiac compressions if 
necessary. Large-bore intravenous access should be 
secured as a priority to enable the administration of 
fl uid and pharmacological agents. Full monitoring 
should be established, with an emphasis on electro-
cardiography as this increases the safety of adminis-
tration of adrenaline. A venous tourniquet above a 
suspected site of injection of antigen may decrease its 
absorption. Documentation of the reaction includ-
ing symptoms and signs, drugs and treatment given 
along with accurate timing of these will become ex-

tremely important in follow-up of the incident at a 
later date.

Specifi c therapy
Adrenaline
The primary pharmacological antagonist of anaphy-
lactic mediator release and end-organ effects are 
sympathomimetics. The most likely of these to pro-
duce a response is adrenaline, which also has the ad-
vantage of being useful in the treatment of various 
clinical manifestations of anaphylaxis: hypotension, 
bronchospasm and angioedema [16,37,38].

Adrenaline should be administered intramuscu-
larly if the reaction is not immediately life threaten-
ing or if no intravenous access or cardiovascular 
monitoring are available. The initial dose should be 
0.3–0.5 mg in an adult, which may be repeated after 
5–10 min if there is no clinical improvement. The in-
tramuscular dose for children is 0.01 mg/kg.

Intramuscular injection of adrenaline into the 
thigh (vastus lateralis) in adults has been shown to 
produce higher plasma concentrations of adrenaline 
than either subcutaneous or intramuscular adrena-
line injections into the deltoid muscle, neither of 
which elevated the plasma adrenaline levels higher 
than endogenous levels associated with the injection 
of saline [39]. The lateral thigh is thus the preferred 
site for the intramuscular injection of adrenaline 
in anaphylaxis. Subcutaneous injection may 
result in erratic and delayed absorption of adrenaline 
in shocked patients [38] and is no longer 
recommended.

As the intravenous administration of adrenaline is 
potentially hazardous, this route is appropriate only 
when intravenous access has been established, 
cardiovascular monitoring is present (electro-
cardiography, blood pressure monitoring  —  prefer-
ably invasive) and when the anaphylaxis is severe, 
the patient poorly perfused and the situation is life 
threatening. Severe hypertension may occur, result-
ing in cerebrovascular haemorrhage, arrhythmias 
or coronary ischaemia, especially with large doses 
of adrenaline given quickly, poor blood pressure 
surveillance or when given to patients without 
compromised blood pressure. Although adverse ef-
fects have been noted after the administration of in-
travenous adrenaline, these are often after excessive 
doses were administered and/or in patients suffering 
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mild reactions that were unlikely to represent true 
anaphylaxis [38]. The value of adrenaline given in-
travenously in true severe anaphylaxis should be 
emphasized.

The dose of adrenaline to be given intravenously 
is 1–5 ml of a 1 : 10 000 solution (0.1–0.5 mg) over 
5 min. It is important that concentrated adrenaline 
(1 : 1000) should never be given intravenously in an-
aphylaxis other than in cardiac arrest. Continuous 
infusion of adrenaline intravenously may become 
necessary (1–4 µg/min).

a-Adrenergic agonists and other agents to 
treat hypotension
It is worth noting that β-adrenoceptor blocked pa-
tients and those with epidurals in situ may be rela-
tively resistant to the effects of adrenaline and may 
require massive doses. In these situations and in 
other cases of severe anaphylaxis, where hypoten-
sion is refractory to adrenaline therapy, agents with 
prominent α-adrenergic activity such as metarami-
nol and noradrenaline should be tried. Dopamine 
administered intravenously at a rate of 2–20 µg/min 
(400 mg in 500 ml 5% dextrose) may also be tried for 
refractory hypotension [22]. Similarly, glucagon has 
been used successfully for the treatment of refractory 
hypotension, especially in patients on β-blocker 
therapy [22,40]. Glucagon may be administered as a 
1–5 mg (20–30 µg/kg in children, maximum 1 mg) 
dose over 5 min followed by an infusion of 5–15 µg/
min [22]. Recently, vasopressin has been recom-
mended in refractory anaphylaxis [41].

Fluid therapy
A large volume defi cit will often accompany a severe 
anaphylactic reaction, characterized by cardiovascu-
lar collapse or pulmonary oedema. This is best coun-
teracted by rapid infusion of an initial bolus of 1–2 L 
intravenous fl uid initially (20 mL/kg initially in chil-
dren) before reassessment. Adults may require 2–5 L. 
While there are neither outcome studies nor rand-
omized controlled trials showing superiority of coll-
oid over crystalloid, what limited evidence there is 
favours the use of colloid.

Inhaled and intravenous bronchodilators
Salbutamol, a β2-agonist, may be useful in cases 
where bronchospasm is prominent and has proven 

resistant to adrenaline. Salbutamol may be given to 
awake subjects by nebulizer (2.5–5 mg), but in intu-
bated patients salbutamol may be given as 100 µg 
doses via aerosol into the breathing circuit by a con-
nector into the endotracheal tube. Administration 
should be timed with inspiration, and titrated to 
effect.

In the event of failure of response to β2-agonists, 
aminophylline may be tried via infusion. A dose of 
6 mg/kg lean bodyweight should be administered to 
adults over 20–30 min to achieve a target serum con-
centration of 10 µg/mL.

Steroids
Intravenous corticosteroids are not helpful acutely 
in anaphylaxis but may be useful for cases that are 
prolonged or in relapse, especially in asthmatics and 
those already on steroids. Hydrocortisone 5 mg/kg, 
which can be repeated every 6 hours, is appropriate.

Antihistamines
Although not drugs of fi rst choice and no proof of 
effi cacy of these drugs in the treatment of human an-
aphylaxis exists, there are anecdotal reports of im-
provement in refractory cases after administration of 
antihistamines. H1 and/or H2 receptor antagonists 
may be tried, such as 25 mg diphenhydramine by 
slow intravenous infusion, 300 mg cimetidine i.v. or 
i.m., or 50 mg ranitidine [22]. H3 receptor antago-
nists have been shown to improve cardiac function 
in a model of canine anaphylaxis [42].

Investigation of suspected 
anaphylactic episodes

Once a suspected anaphylactic episode has occurred, 
investigation and follow-up are mandatory.

Immediate investigation
Mast cell tryptase
Tryptase is a protease found in mast cell granules. 
Release of this substance in large quantities into 
the serum follows degranulation as a result of an 
anaphylactic or anaphylactoid reaction. Levels peak 
at 1 hour after the reaction [43] and stay elevated 
for up to 5 hours, which allows for the immediate 
treatment of the reaction to occur before investiga-
tion takes place [44]. All patients with raised mast 
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cell tryptase levels should be assumed to have had an 
anaphylactic or anaphylactoid reaction and referral 
for further follow-up and testing to identify the caus-
ing agent is mandatory. Further, an elevated mast 
cell tryptase result indicates that follow-up skin test-
ing is likely to be successful. A negative mast cell 
tryptase result means that follow-up skin testing is 
unlikely to reveal sensitivity to agents administered 
and that another cause for the observed reaction is 
likely [44].

The mast cell tryptase assay itself is quite a robust 
one, requiring no special collection techniques. 
Specimens should be separated and the serum trans-
ported frozen. Postmortem collection of samples 
for assay is also possible [45]. Samples should be 
collected in 5–10 mL volume tubes immediately fol-
lowing resuscitation of the patient, then 1 hour after 
the reaction began: this is the most valuable speci-
men. A further specimen obtained 6–24 hours after 
the reaction began may also be helpful. Each tube 
should clearly identify the patient and the time of 
sample collection. Serum obtained from samples 
should be stored at 4ºC if the sample can be analysed 
within 48 hours, or –20°C if analysis is to occur at a 
later time.

Other immediate tests
Measurement of histamine levels, serum comple-
ment levels, drug-specifi c IgE levels and urinary 
methylhistamine levels have been used to assess the 
likelihood of anaphylactic or anaphylactoid reac-
tions. These tests are not routinely performed in most 
centres, are less reliable and more diffi cult to inter-
pret than the mast cell tryptase assay and are not 
recommended for routine use.

Follow-up testing
It is the responsibility of the primary responsible 
anaesthetist present at the time of the initial reaction 
to ensure that appropriate follow-up and testing of 
the patient occurs. The patient should be referred to 
a specialist allergist, accompanied by results of mast 
cell tryptase assays, photocopies of anaesthetic charts 
from the incident and a letter describing observa-
tions of the event, including signs of anaphylaxis 
noted and their temporal relationship to drugs 
administered.

History
The history is of vital importance in the establish-
ment of a diagnosis of allergy to a specifi c agent. In-
formation should be sought as to previous exposure 
to all drugs possibly implicated in the current reac-
tion, history of exposure to latex, history of previous 
anaesthetics, both eventful and otherwise (along 
with procurement of copies of the anaesthetic records 
associated with these), as well as past medical history 
with specifi c questioning about asthma, atopy and a 
current list of medications taken.

Skin testing
Skin testing should be performed 4–6 weeks after a 
reaction has occurred. Two types of skin tests are 
used: skin prick tests (where the drug is introduced 
into the dermis by pricking the patient’s skin through 
a drop of undiluted drug) and intradermal testing 
(where the drug is diluted and injected into the der-
mis). Both these types of skin test look for IgE anti-
bodies to drugs being tested and comparative studies 
show little difference between the two, with skin 
prick testing tending to produce false negatives and 
intradermal testing tending to produce false positives 
[45]. The tests will agree on the identity of the drug 
likely to have caused the reaction in approximately 
90% of cases [45,46]. The risk of precipitating ana-
phylaxis is higher with intradermal testing; accord-
ingly, skin prick testing is usually used fi rst line. 
Intradermal testing requires the use of appropriate 
published dilutions of drugs in order to avoid false 
negatives and false positives.

Testing in both types of skin tests involves the use 
of negative (saline) and positive controls (morphine, 
codeine or histamine) and will include all agents 
used in the anaesthetic (except volatile anaesthetics) 
including agents for skin preparation and latex. 
These tests are of little use in identifying reactions 
to blood products, colloid solutions and contrast 
media [47].

There has been recent controversy over skin 
testing, with studies suggesting that the usual 
concentrations employed may be too concentrated 
and produce false positives, may overdiagnose reac-
tions to NMBDs, and produce skin lesions that are 
not wheal and fl are reactions [48–51]. The studies 
produce confl icting results and have all been per-
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formed in non-reacting patients. While skin testing 
has limited value in mechanisms other than IgE-me-
diated anaphylaxis and possibly idiosyncratic exag-
gerated direct histamine release, large studies have 
demonstrated diagnostic effi cacy, correlation with 
mast cell tryptase and radioimmunoassay, and the 
safety of subsequent anaesthesia based on skin tests. 
False positive tests are less relevant to the safety of 
subsequent anaesthesia than false negative tests.

Radioimmunoassay testing
Radioimmunoassay tests are capable of identifying 
drug-specifi c IgE antibodies in vitro. For detection to 
be possible, tests must have been developed for the 
specifi c antigen responsible for the reaction. Testing 
is available for propofol, thiopental, NMBDs, latex, 
penicillin and morphine. Commercial testing kits for 
suxamethonium and penicillin antibodies are also 
available.

Radioimmunoassay testing will identify the drug 
responsible for a reaction with approximately the 
same frequency as skin testing so long as a radioim-
munoassay test is available for that drug. When both 
skin testing and radioimmunoassay testing are com-
bined, the likelihood of detecting the drug respon-
sible is greater than with either test alone. As with 
skin testing, radioimmunoassay testing produces 
both false negatives and false positives [26,27].

Other tests
Leucocyte and basophil histamine release tests have 
been used and give similar results to radioimmu-
noassay. Unfortunately, few laboratories have the 
expertise to perform such tests at the present time. In 
practice, combinations of skin testing and radioim-
munoassay testing are used in specialized allergy 
testing centres. When results of these tests differ, it is 
prudent to advise the patient against receiving any of 
the drugs to which they tested positive.

Given the limitations in accuracy of currently 
available tests there is no evidence to suggest routine 
screening of patients before anaesthesia [18].

Preventing subsequent anaphylaxis

Avoidance of allergen administration
Those people who have experienced anaphylaxis 

should take all possible precautions to avoid further 
exposure to antigens that may result in a subsequent 
reaction:
1 Medic alert bracelet  —  stating the nature of reaction, 
for example, and the names of identifi ed triggers. 
This enables such information to be transferred to 
health professionals even if the patient is unable to 
do so (e.g. dementia, trauma) and may aid in diagno-
sis and establishment of treatment if the patient is 
found unconscious.
2 Letter  —  offering greater detail about the nature of 
the reaction and implicated drugs, including results 
of testing carried out and recommendations from the 
allergists about drugs to be avoided. This allows the 
anaesthetist to evaluate the evidence of allergy more 
critically than relying on patient information or 
medic alert bracelet alone. Subsequent uneventful 
anaesthesia and drugs given can be noted on at-
tached documents at later times.
3 Other forms of anaesthesia  —  local or regional anaes-
thesia may be used when testing fails to identify a 
cause for an anaphylactic reaction under general an-
aesthesia. Anaesthetists should remain cognizant 
that major regional anaesthesia such as epidural 
blockade may predispose the patient to a severe reac-
tion poorly responsive to therapy if anaphylaxis oc-
curs to the agents used on this subsequent occasion 
(such as antibiotics or local anaesthetics).
4 Avoidance of cross-reactive agents  —  drugs antigeni-
cally related to the demonstrated cause of a previous 
reaction should be avoided.

Avoidance of agents that may predispose 
to a severe reaction
This may include avoidance of some medications 
such as β-adrenergic antagonists (may exaggerate 
cardiovascular collapse and hinder treatment), an-
gio tensin converting enzyme (ACE) inhibitors (may 
antagonize compensatory responses to hypoten-
sion), monoamine oxidase (MAO) inhibitors and 
tricyclic antidepressants (may increase the danger 
of administration of adrenaline by retarding its 
degradation).

Desensitization
Desensitization may be necessary when no satis-
factory alternative to a known antigen exists and 
may be needed at a future time (e.g. penicillins), or 
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where exposure to the antigen at a future time is 
likely despite precautions (e.g. latex, insect stings). 
Reactions must be IgE mediated (i.e. anaphylactic) 
for desensitization to be effective. Successful block-
ing has been shown with a monovalent quaternary 
ammonium salt (tiemonium) in one case [52]. 
Theoretically, morphine may block reactions to 
NMBDs because of its strong affi nity for the NMBD 
antibody [53].
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CHAPTER 6

Refl ections on chirality
Daniel Burke

Introduction

Many compounds in the natural world exhibit chi-
rality and their isomers can have quite different bio-
logical activity. For example, (S)-limonene smells of 
lemons while the mirror image compound (R)-
limonene smells of oranges. A basic understanding 
of chiral chemistry is necessary to explain why one 
or more stereoisomers of a drug, identical in many 
respects, can produce different therapeutic effects. 
This chapter aims to provide an overview of stereo-
chemical nomenclature, a historically confusing 
topic, together with some new theories on chiral rec-
ognition processes, plus an illustration of how single 
isomer drugs are produced in the pharmaceutical in-
dustry today. For more detailed information on iso-
mer-specifi c differences between anaesthetic agents, 
references are provided.

Chirality is a fundamental characteristic of nature 
and is seen throughout the living world. Most pro-
teins, for example, are formed of L-amino acids while 
carbohydrates are composed of natural sugars, all D-
isomers. Biological receptor systems comprise a com-
plex structural organization of helices and sheets and 
display ‘handedness’. There is thus a resultant pro-
found effect on drug-receptor interactions at the 
molecular level.

The subject has a long and fascinating history. In 
the latter half of the 17th century the phenomenon 
of light polarization had been observed, Biot noting 
that a plate of quartz cut perpendicular to its axis ro-
tated plane-polarized light. However, the realization 
that chirality was present in the organic world was 
made by Pasteur. Following on earlier work by de la 
Provostaye, he undertook crystallographic studies 
on tartaric acid and its salts and demonstrated the 
presence of hemihedral facets. In some instances 

these were orientated to the left, in others to the 
right. By handpicking the crystals he divided them 
into two groups and found that the solutions rotated 
light in equal yet opposite directions. Pasteur recog-
nized that the cause of this phenomenon lay in the 
molecular structure, and by extending these ideas 
evolved the theory of the asymmetric carbon atom.

Why is chirality relevant to anaesthesia? Advances 
in chiral technology are allowing the commercial 
synthesis of single isomer compounds hitherto of 
academic interest only. By understanding the role 
of these stereoisomers in biological systems, the next 
logical step is the application of this knowledge to 
human physiology and pharmacology.

Terminology

Two non-identical molecules with the same molecu-
lar formula are called isomers. If these isomers have 
different atomic connectivity then they are called 
constitutional isomers. Constitutional isomers are 
easily separated as they have different physical and 
chemical properties. For example, both isofl urane 
and enfl urane have the same molecular formula 
(C3H2ClF5O) but differ in their boiling points, parti-
tion coeffi cients, etc. Constitutional isomers may 
have similar pharmacological effects or these may 
differ.

A stereoisomer has the same molecular formula 
and atomic connectivity. Stereoisomers have identi-
cal physicochemical properties and are consequently 
diffi cult to separate. They also exhibit optical 
activity.

A stereoisomer can either be superimposed on 
its mirror image or not. If not, this results in two or 
more mirror images which are called enantiomers 
(Fig. 6.1). In contrast, if the mirror images of a stere-

80
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CC

Chiral centre
Carbon atom with four different groups

Groups can rotate
around the carbon atom

Mirror

Figure 6.1 General depiction of a chiral 
molecule.

oisomer can be superimposed then the molecules are 
termed diastereoisomers. For example, in a molecule 
with two chiral centres, the L,L- and D,D- forms are 
enantiomers while the L,D- and D,L- forms are dia-
stereoisomers. Diastereoisomerism may be due to 
either the presence of more than one chiral centre or 
to geometric isomerism.

The term chiral derives from the Greek chiros, 
meaning ‘handed’ and was introduced into the Eng-
lish language towards the end of the 19th century by 
Lord Kelvin. An object is described as being ‘chiral’ if 
its image in a plane cannot be superimposed on the 
original. This can arise in a number of ways and ex-
amples of chirality are found commonly both in na-
ture (e.g. the helical direction of mollusc shells) and 
in manufactured objects (e.g. propellers, screws). Of 
more relevance to anaesthetic practice is the fact that 
approximately 60% of the drugs in daily use are chi-
ral. They are administered either as a mixture of two 
or more stereoisomers (e.g. bupivacaine) or as a sin-
gle isomer (e.g. ropivacaine). In addition, many of 
the naturally occurring drugs used in anaesthesia are 
chiral (e.g. morphine, adrenaline (epinephrine)) as 
their formation by natural enzymes and proteins is 
stereoselective.

Chiral molecules exhibit optical activity. This phe-
nomenon is seen with some crystalline substances 
(e.g. quartz) and also by some liquids (most noti-
ceably sugar solutions) and vapours. For solutions, 
the rotation of light (natural rotation) is proportional 
to the concentration and path length.

A chiral molecule in its most familiar form can be 
represented by a central carbon or sulphur atom 
attached to four different groups, thus producing a 

tetrahedron. This concept was fi rst proposed by 
Van’t Hoff in 1874 and enables the existence of two 
non-superimposable mirror images or enantiomers 
(Greek enantios, meaning ‘opposite’, meros meaning 
‘form’) that share identical physicochemical proper-
ties (e.g. identical melting points, boiling points, 
density) but differ in their rotation of plane-
polarized light. Only the direction of optical rotation 
differs; the magnitude of rotation is identical. Impor-
tantly, they can also differ in their pharmacological 
profi le, owing to highly stereospecifi c interactions at 
the receptor interface.

A mixture of two enantiomers is called a racemate, 
as popularized by Beilstein. Racemates have differ-
ent physical properties from those of their pure 
enantiomers. A racemate is designated by the prefi x 
(±), rac- or by the symbols RS or SR and has no opti-
cal activity.

The body responsible for standardization of stereo-
chemical nomenclature is the International Union of 
Pure and Applied Chemistry (IUPAC) [1]. Wide-
spread adoption of terms suggested by this organiza-
tion has helped clarify what has historically been a 
confusing subject.

Relative descriptors
The most common way to refer to the chirality of a 
molecule is still based on the effect it has on the rota-
tion of optical light, with the descriptors (+) and (−) 
applied when the rotation is clockwise and anticlock-
wise respectively. This is synonymous with the terms 
dextrorotatory and levorotatory.

To measure optical activity plane-polarized light is 
used. This is light whose vibrations take place in only 
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one plane. Nicol prisms have been used to produce 
plane-polarized light, containing crystals of Iceland 
spar (calcium carbonate) cut and cemented together 
in a specifi c manner. This technique has been largely 
replaced by the use of thermoplastic Polaroid sheets, 
which contain an optically active compound that 
acts as a fi lter for visible light, giving either plane-
polarized or circularly polarized light on transmis-
sion (Fig. 6.2).

To measure optical rotation, an optically inactive 
sample (e.g. air) is placed in a light beam. Light polar-
ized by the fi rst polarizer passes through the sample 
and the analyser is turned to establish a dark fi eld 
(the second polarizer has its axis of polarity perpen-
dicular to the fi rst and no light passes). This defi nes 
the zero of optical rotation. The measuring sample is 
then placed in the light beam and the number of de-
grees that the analyser has to be turned in order to re-
establish the dark fi eld is the optical rotation of the 
sample. Optical rotation is a quantitative measure of 
activity and the observed rotation is proportional to 
the concentration, c (g/mL) of the optically active 
compound plus length, l (dm) of sample container, 
i.e. α = [α] cl, where [α] is the constant of proportion-
ality. The specifi c rotation is the observed rotation at 
a concentration of 1 g/mL and a path length of 1 dm 
and is used as a standard measure of optical activity. 
It is conventionally reported with a subscript indicat-
ing the wavelength of light used (see below) and a 
superscript indicating temperature.

Optical rotation, although an unambiguous physi-
cal property, varies with measurement conditions 
and these are therefore standardized. The degree of 
rotation is measured using yellow light from the 
sodium arc (the sodium D line with wavelength 
589.3 nm at 254 nm). The actual property measured 
is an electronic transition between the orbitals in the 
molecule under study. The complete spectrum, 
the circular dichroism (CD) spectrum, differs from 
the ultraviolet spectrum in being both positive and 
negative. Rotation is determined by both electronic 
and magnetic moments. Achiral molecules, having 
no magnetic moment, do not rotate plane-polarized 
light. At very low rotation strengths, errors can occur 
because of the presence of contaminants. The type of 
solvent used and pH changes can also produce dra-
matic changes in the CD spectrum.

Absolute descriptors
The D, L system is an older system still used in amino 
acid and carbohydrate chemistry. With this excep-
tion, the R, S system (Sequence Rule Notation) has 
gained virtually universal acceptance. This notation, 
proposed by Cahn et al. [2], is based on attaching an 
order of priority to substituent ligands attached to 
the central chiral atom. In this model, the ligands 
around the chiral centre are ‘sized’ according to their 
atomic number, placing the smallest to the back and 
looking at the remainder in terms of relative size 
(Fig. 6.3). Consider a molecule Cabcd, where a, b, c, 

Light source

Polarizer

Tube

Analyser

EyeSolid lines: before rotation.
Broken lines: after rotation.
α is the angle of rotation

α

α

Figure 6.2 Measurement of optical 
activity using a polarimeter.
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The theory of chiral recognition

Intermolecular reaction occurs at a particular site 
on the cellular surface, the bioreceptor. The discri-
minatory nature of this interaction is pivotal to the 
subsequent biological response. How does this dis-
crimination arise?

Molecular interaction
Various analogies have been proposed to describe 
stereospecifi c interactions at the bioreceptor. Fischer 
suggested a ‘lock and key’ mechanism to describe en-
zyme specifi city and the ‘close relationship in confi g-
uration obtained between the enzyme and the 
substance which it attacks’. In 1929, Macht (com-
menting on the synergistic effects of the diastereo-
isomers of adrenaline) was the fi rst to use the ‘glove’ 
analogy, whereby two hands or feet may be identical 
in shape and symmetry, yet neither hand nor foot of 
the one side would fi t into the glove or shoe belong-
ing to the other. Easson and Stedman (1933) [3] and 
Ogston (1948) [4] proposed new models, subse-
quently called ‘three-point attachment’ models, a 
phrase coined by Dalgleish. A chiral molecule is con-
ceptualized as being tetrahedral, with a central point 
C and four groups in space (abcd) surrounding this 
point. When such a molecule interacts with a recep-
tor it does so with its complementary pairing sites 
ABC on the surface of the receptor (Fig. 6.4).

A

B C

D

A

BC

D

S - Enantiomer R - Enantiomer

Figure 6.3 Sequence rule notation (see text for details).

d are groups placed around a central atom C. If the 
sequence of the ligands in terms of size (largest to 
smallest) produces a clockwise progression then the 
arrangement is termed ‘R’ from the Latin rectus, 
meaning ‘right’. Conversely, an anticlockwise order 
is termed ‘S’ from the Latin sinister, meaning ‘left’. 
Any chiral molecule can be designated in this way. In 
a situation when two or more ligands are of equal 
size, the next atom along a chain is examined.

Thus, a full description of a chiral compound may 
be given by an expression combining terms for the 
absolute descriptor, the relative descriptor and the 
chemical or generic name, e.g. S (−) bupivacaine, 
S (+) ketoprofen. (Note that there is no simple rela-
tionship between the sign of optical rotation and the 
absolute confi guration.)

A

BC

D

A

B C

D

D

B C

A

B¢

C¢

D¢

B¢
C¢

D¢

Figure 6.4 The Easson–Stedman model 
(see text for details).
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Note that some assumptions are made in this 
model. First, it is assumed that these sites are topo-
graphically lying in a plane and that the drug ap-
proaches from one direction only. It is also assumed 
that maximal interaction results when like areas 
bind like (i.e. Aa, Bb and Cc). The more each of the 
interactions tend to the maximum possible, the 
greater the complementarity of drug and receptor 
and the greater the affi nity of the relationship. These 
interactive bonds need not solely be the result of at-
tractive forces (e.g. covalent linkages, ionic bonding, 
hydrogen binding); Wilcox noted the possibility of 
repulsive interactions in the early 1950s.

The constraints in the above model implies that it 
only holds true if it assumed that the ligand can ap-
proach a fl at protein surface from the top. If the bind-
ing sites on the protein molecule are in a cleft or on 
protruding residues, the three-point model will not 
be suffi cient to allow discrimination. It is therefore 
suggested that a fourth point, whether a binding site 
or location, is essential to distinguish between enan-
tiomers in an actual protein structure. Topiol and 
Sabio, using distance matrix analysis, fi rst made this 
suggestion in 1989 and showed that in the general 
case, and in the absence of constraints on imposing a 
specifi c orientation on the approaching molecule, a 
minimum of four locations (i.e. eight chiral centres) 
were required for discrimination. Mesecar and 
Koshland [5] elaborately described a new four-loca-
tion model of protein stereospecifi city in 2000, using 
the enzyme isocitrate dehydrogenase (IDH) to gain 
insight into ligand binding restraints and specifi city 
(Fig. 6.5).

The crystalline structure of this enzyme was ex-
amined using electron density mapping in the pres-
ence or absence of Mg2+. When metal-free crystals of 
IDH are presented with rac-IDH, only the L-isomer 
binds to the active site. In contrast, in the presence of 
Mg2+, only the D-isomer is seen at this site. A fourth 
group, the hydroxyl of the C2 atom, varies its associ-
ation dependent upon conditions and stabilizes the 
interaction between the enzyme and the D-isomer 
more powerfully than the L-isomer. The conclusion 
is that a minimum of four designated locations are 
needed in order to explain a protein’s ability to dis-
criminate between enantiomers. The four locations 
can be four attachment sites or three attachment 
sites and a direction, but a minimum of four desig-
nated locations are needed.

Chirality and pharmacokinetics

Given the fact that enantiomers differ in their 
pharmacological effects, it is to be expected that 
differ ences are also possible in pharmacokinetic pa-
rameters. For passive processes, such as transport 
across cell membranes, differences between enanti-
omers are likely to be negligible owing to their iden-
tical physical characteristics (e.g. lipophilicity). 
However, when active processes are involved (e.g. 
enzymatic conversion, protein binding) stereo-se-
lective differences become apparent and affect inter-
compartmental rate constants. The different effect of 
the bupivacaine isomers on vascular tone is well 
known and this infl uences the rate of systemic ab-
sorption. Additionally, the plasma levels of the bupi-
vacaine isomers differ. Following intravenous 
administration of the racemate the concentration of 
S (−) and R (+) bupivacaine can be measured using 
high performance liquid chromatography. Burm et 
al. found that, in general, total plasma concentrations 
of S (−) bupivacaine were higher than those of R (+) 
bupivacaine while unbound concentrations of S (−) 
bupivacaine were lower [6]. In the unbound state 
the volume of distribution did not differ, suggesting 
that the systemic disposition of the isomers is deter-
mined by their degree of protein binding. The ab-
sorption of drugs onto plasma proteins is essentially 
the same as interaction with receptor systems and 
can be expected to be stereoselective.

D

AA¢

B¢ B

CCC

B

D¢

A

D D≤

Figure 6.5 The four-location model (see text for details).
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The importance of determining the specifi c phar-
macokinetic profi le of each isomer is therefore em-
phasized by drug regulatory authorities such as the 
US Food and Drug Administration (FDA) who state 
that techniques to quantify individual isomers in 
samples should be developed at an early stage in drug 
development. Some examples of techniques used to 
achieve this include chiral high performance liquid 
chromatography (HPLC), chiral gas chromatogra-
phy, nuclear magnetic resonance, optical rotatory 
dispersion and X-ray crystallography.

In essence, each isomer is regarded as a distinct 
entity in its own right. In vivo sampling will detect 
any potential for interconversion of the isomers 
following administration as a racemate. For exam-
ple, the R (−) enantiomers of some of the 2-
arylpropionic acid non-steroidal anti-infl ammatory 
drugs undergo metabolic chiral inversion to their op-
posite isomer (antipode). The process is drug and 
species dependent and usually unidirectional. When 
rac-ibuprofen is administered to humans, the enan-
tiomeric ratio excreted is 70% S (+) and 30% R (−). 
Facts such as these are important to know, because 
toxicological side-effects may lie in only one isomer 
or an isomer-specifi c metabolite. Granulocytopenia 
is related to the D-isomer of levodopa; while for pri-
locaine, the two isomers are roughly equipotent as 
local anaesthetics but the (−) R isomer undergoes 
metabolism to o-toluidine and other aminophenols, 
which can cause methaemoglobinaemia. Similarly, 
after administration of rac-methadone to humans, 
the recovery of the (+) S enantiomer is greater 
than after administration of only the (+) S form, 
suggesting that the (−) R enantiomer produces an 
inhibitory effect on the metabolism of the (+) S 
enantiomer.

The enantiomer of most importance for a desired 
pharmacological effect is called the eutomer while 
the other is called the distomer. For any particular 
racemate and any specifi c pharmacological action 
the ratio of the activity between the two is called the 
eudismic ratio. This ratio is large if the eutomer is 
highly potent, a phenomenon known as Pfeiffer’s 
rule.

The eudismic proportion is the concentration ratio 
[eut]/[dist] in, for example, the plasma. Following 
initial administration of the drug as a racemate (1 : 1 

ratio by defi nition) the proportions change as a result 
of stereoselective metabolism until a steady state 
is reached. This can only be detected by chiral assays 
and may differ in different body compartments. 
If non-chiral assays are used then only the sum of 
the isomers is quantifi ed and this has no direct re-
lationship with the pharmacological effect seen. 
Chiral assays have allowed the infl uence of disease 
states, genetic polymorphism, age- and gender-
related differences in pharmacokinetics to become 
apparent.

In addition to the above considerations, use of sin-
gle isomer drugs allows dose reduction, results in less 
intersubject variability and a clearer dose–response 
relationship. The distomer is viewed as an unwanted 
component. While there are still instances where 
synthetic manufacture of a racemate is still justifi ed, 
production of a drug in which only 50% of the excip-
ients produce the desired pharmacological effect is 
uneconomical.

Single isomer drug development

Of the synthetic drugs in existence, more than 50% 
have at least one stereogenic centre. However, only 
approximately 11% of these are marketed as a single 
enantiomer. In contrast, of those drugs on the mar-
ket derived from natural sources (e.g. morphine, 
adrenaline, hyoscine), almost all are chiral and, with 
only eight exceptions, they are marketed as a single 
enantiomer. Given the differences in pharmacologi-
cal properties between enantiomers the desirability 
of asymmetric synthesis is self-evident, but histori-
cally the technology for their separation either did 
not exist or was prohibitively expensive. Industrial 
companies are obviously concerned about ineffi -
ciency and costs involved in any chemical processes 
whereby production of a racemate yields lower than 
50% of the desired end product.

Chiral switching [7], whereby an existing race-
mate (e.g. rac-bupivacaine) is split into its compo-
nent isomers, which are then viewed as distinct 
entities, can only introduce a limited number of 
‘new’ compounds into the market place. However, 
this can be an attractive option for drug companies, 
as drug regulatory submission data on the original 
racemate can be used and bolstered by ‘bridging 
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studies’. However, there is limited potential in the 
market place for the degree of therapeutic benefi t 
obtained to justify the degree of investment in many 
cases.

The real benefi t of chiral technology lies in its ap-
plication into the research of novel chemical entities. 
Regarding enantiomers as chemically distinct enti-
ties at an early stage in the research and development 
process is a valuable aid towards our understanding 
of drug mechanisms. An illustration of the interplay 
between drug design (based on an increased under-
standing of biological receptor systems) and chiral 
technology is illustrated in Fig. 6.6.

Finding new methods of asymmetric synthesis has 
in the past 20 or 30 years become a key activity for or-
ganic chemists, with research efforts focused on gen-
erating a range of ‘chiral technologies’ that aim to 
exert ultimate control over a chemical reaction by di-
verting its enantioselectivity.

For example, in a catalytic asymmetric reaction, a 
chiral catalyst is used to produce large quantities of 
an optically active compound from a precursor that 
may be chiral or achiral. A small amount of material 
can ultimately generate a large amount of product. 
Such reactions are thus highly productive and eco-
nomical, and, when applicable, they make the waste 
resulting from racemate resolution (i.e. ‘isomeric 
ballast’) obsolete.

The fact that the pharmaceutical industry is now 
increasingly moving toward the development of sin-
gle isomer drugs, either de novo compounds or those 

derived from a racemate parent compound (a ‘chiral 
switch’), has been infl uenced by several factors. 
These have occurred independently and in parallel 
with a quest in the industry as a whole to develop 
more potent, selective and specifi c drugs.

The drug regulatory authorities have realized the 
importance of the different pharmacological and 
toxicological profi le of enantiomers. The FDA policy 
statement for the development of stereoisomeric 
drugs in 1992 made it more diffi cult to obtain ap-
proval for racemates. It emphasized that approval 
could not be granted for a drug containing more than 
one isomer, unless the pharmacokinetic and phar-
macodynamic properties of each could be both de-
scribed and justifi ed. In addition, the FDA offers a 
shortened approval process for the single isomer ver-
sion of approved drugs, with the promise of patent 
protection.

While it is unlikely that many racemates will be 
approved in future as a result of this, there are still 
indications where their production is justifi ed, 
including the following:
1 The enantiomers are confi gurationally unstable in 
vitro or undergo racemization in vivo
2 The enantiomers have similar pharmacokinetic, 
pharmacodynamic and toxicological properties
3 It is not technically feasible to separate the enanti-
omers in suffi cient quantity and/or quality.

Situations also exist where an enantiomeric ratio 
other than one may be justifi ed if the ratio is 
expected to improve the therapeutic profi le, as there 

Chiral templates
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Figure 6.6 An illustration of the 
interplay between drug design (based 
on an increased understanding of 
biological receptor systems) and Chiral 
technology.
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is no reason necessarily to expect the optimum eud-
ismic ratio to be 1 : 1.

The second reason why there has been an explo-
sion in the release of single isomer drugs is a result of 
the improvement in the methods allowing their 
manufacture. These are discussed below.

Chiral drug manufacture

Isomer separation
This falls into three main categories.

Separation by chromatography (e.g. 
simulated moving bed, SMB)
Chromatography is the only method applicable to all 
stages of the pharmaceutical development chain, 
from discovery to full-scale process. The fi rst applica-
tion of a countercurrent chromatographic process, of 
which SMB is an example, was based on Broughton’s 
patent from 1961 and was widely adopted in the pet-
rochemical industry. Since the 1990s, the problems 
of scaling down the multi-ton systems used in this in-
dustry have been overcome, enabling laboratory-
scale systems to be developed for application to 
medicinal chemistry.

The basic concept of SMB technology is the con-
tinuous countercurrent movement of stationary and 
mobile phases in which the movement of a station-
ary phase is simulated. The small particles in this 
component are packed into single columns and con-
nected to form a circle. Four external valves allow for 
the addition and subtraction of feed and effl uent. 
The mobile phase is pumped through the circle and 
when it passes the stationary phase, a slight separa-
tion occurs with the less absorbable compound run-
ning in front and the more absorbable staying behind. 
When steady state is reached, the system can be con-
tinually operated. An example of a pharmaceutical 
compound separated by SMB chromatography is 
tramadol.

Crystallization
Two methods predominate. First, where the racemic 
product or a simple chiral salt of the product (e.g. hy-
drochloride) will under specifi c conditions crystal-
lize to give only one isomer. This methodology has 
been used in the resolution of α-methyl-L-dopa, 

methadone, asparagine and glutamic acid and these 
compounds are known as conglomerates; however, 
relatively few compounds (approximately 7%) ex-
hibit this behaviour.

The second crystallization method is to form a di-
astereomeric salt (i.e. the racemate is mixed with a 
chirally pure compound). Again, under the correct 
conditions, only one diastereomer will crystallize 
out. This technique relies upon the ability of the two 
components to form a salt; however, a covalent bond 
could also be formed with a chiral auxillary. This last 
example is not widely used in the manufacture of 
chiral drugs.

Enzymic resolution (biotransformation)
Enzyme-mediated reactions are appealing to the de-
velopmental chemist as they produce a diverse range 
of transformations and avoid extreme reaction con-
ditions with their concomitant infl ated manufactur-
ing costs and potential hazards. Enzymes have been 
used not only in the resolution of racemates, but also 
to allow the introduction of new stereogenic centres. 
Their use for the preparation of chiral pharmaceuti-
cals has increased relatively recently as the method-
ologies employed have been adapted to commercial 
production. Enzyme resolution allows the separa-
tion of a racemic drug or drug derivative (e.g. an 
ester) into its two enantiomers because the enzyme 
only reacts with one isomer. Two general approaches 
are used.

The fi rst technique involves incorporating in the 
synthetic design of the desired compound an enzyme 
resolution stage as a means of separating and re-
covering the isomer. Alternatively, the diversity of 
biotransformations that enzymes can produce is 
considered and synthesis is designed around that 
transformation, which results in the desired chiral 
centre(s).

As the use of enzyme transformations in the phar-
maceutical process expands, these two approaches 
may ultimately converge in creation of the desired 
product. Enzymatic resolution has been used in 
preparation of benzodiazepines (e.g. S-14 lotrafi ban, 
SmithKline Beecham), antibacterial drugs (e.g. levo-
foxacin) and anti-infl ammatory drugs (e.g. the S 
isomers of 2-aryl propionic acids, S naproxen, S 
suprofen).
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Asymmetric synthesis
Asymmetric synthesis refers to the process of taking 
an achiral drug (i.e. containing no chiral centre) and 
synthetically converting it by one of a number of 
routes to one isomer of a compound with a chiral 
centre. These methods include asymmetric hydro-
genation (asymmetric catalysis), asymmetric dihy-
droxylation, hydroxamination, etc. Computational 
tool kits for molecular design, visualization and anal-
ysis (e.g. SYBYL, created by Astra-Zeneca) can assist 
the process.

Chiral pools
The term ‘chiral pool’ refers to the many naturally 
available chiral molecules that exist in high enan-
tiomeric purity and frequently at low cost. The most 
versatile chiral starting materials in order of their in-
dustrial production per annum are: carbo hydrates, 
α-amino acids, terpenes, hydroxy acids and alka-
loids. Other inexpensive chiral natural products are 
ascorbic acid, dextrose, ephedrine, limonene, quini-
dine and quinine. Naturally occurring amino acids 
are readily available from bulk fermentation proc-
esses and these constitute the most important class 
within the chiral pool, with amounts ranging be-
tween 10 and 105 tons per year. These compounds 
can be incorporated into the molecule to provide the 
desired chiral centre (e.g. synthetic peptides) or to 
induce the desired chiral centre during synthesis 
(chiral induction or diastereoselective synthesis). 
The latter term involves the formation of a new chi-
ral centre into a single enantiomer where only one 
new isomer is formed. Chiral starting materials such 
as amino acids can be converted into antibacterials, 
cytotoxic agents and protease inhibitors (e.g. ritona-
vir) by using this technology.

A practical example
The manufacture of ropivacaine [8] provides an ex-
ample of single isomer drug synthesis, the technique 
being based on a resolution method published 30 
years ago by Tullar in which it was found that (±)-
2′,6′-pipecoloxylide could be resolved by using (−)-
dibenzoyl-L-tartaric acid (a natural isomer), thereby 
making virtually any member of the series of N-
substituted enantiomeric derivatives available via a 
subsequent alkylation step. Ropivacaine HCL.H2O 
can be synthesized in three steps:

1 Resolution. This is achieved using fractional crystal-
lization. Optical purity and enantiomeric yield are 
dependent on both the crystallization time and water 
content in the solvent.
2 Alkylation. N-alkylation of the resolved pipecoloxy-
lidide base is then performed and the HCl salt precipi-
tated from the organic phase by adding hydrochloric 
acid.
3 Final optical purifi cation. A fi nal recrystallization of 
the crude hydrochloride from acetone/water (10 : 1) 
gives ropivacaine HCL.H2O. Using this process gen-
erates an overall yield of 50% and an optical purity of 
>99.5%.

Conclusions

The natural world contains an abundance of enanti-
opure organic molecules owing to the stereospecifi -
city inherent in its enzyme systems. The molecular 
chemists are catching up.

The pharmaceutical industry has undergone a 
strategic shift and embraced the wide spectrum of 
asymmetric synthetic methods now available. The 
use of these processes in development syntheses and 
large-scale manufacturing has provided new chal-
lenges in drug discovery, motivated by a desire to im-
prove industrial effi cacy and decrease the time from 
new drug concept to marketplace. The economic im-
pact of industrial production of chiral drugs is now 
huge, with more than 50% of the 500 top selling 
drugs being single enantiomers.

The advantages of producing single isomer drugs 
to target specifi c receptors offers the potential to gain 
a better understanding of physiological processes, 
while at the same time potentially minimizing un-
wanted drug side-effects. The ability to provide chi-
ral templates and attack the key targets of selectivity 
and specifi city will potentially accrue great benefi ts, 
while research into new chemical entities that can 
interact specifi cally with enzyme families may po-
tentially lead to new therapies for complex disease 
processes.
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CHAPTER 7

Ion channels
George Lees, Leanne Coyne and Karen M. Maddison

Introduction

Over 100 years ago, Meyer [1] and Overton [2] pro-
posed a model for anaesthetic action derived from 
the lipid solubility–potency relationship of diverse 
anaesthetic drugs. It was believed that anaesthetics 
produced their effects by increasing the fl uidity of 
lipid membranes [3]. More recent work has pro-
duced strong evidence to show that anaesthetics 
produce their effects by binding to proteinaceous 
molecular targets within the neuronal membranes, 
rather than disrupting the lipid bilayer itself [4]. This 
chapter presents the relatively recent evidence for 
the existence of chiral (stereoselective) receptor sites 
on fast ligand-gated ion channels (LGIC), which may 
constitute the molecular sensors for anaesthetic ac-
tion. We also profi le the ion channel superfamilies 
that exhibit sensitivity at or around clinical concen-
trations to both anaesthetics and drugs commonly 
used in the perioperative arena.

Mode of action of 
general anaesthetics

Although inhalational and induction anaesthetics 
have been in use for over 100 years, their mechanism 
of action remains unclear. The high concentrations 
of these lipid-soluble drugs needed to exert their ef-
fects suggested they were non-selective membrane 
disruptors for a number of years. Even today, this 
dogma has been at the core of most teaching on the 
subject and is still rehashed in many textbooks of 
pharmacology. This has been forcefully challenged 
in recent years based on some key observations and 
huge technological developments in molecular 
neuropharmacology (most notably, gene cloning, 
transgenic animals and cellular electrophysiology). 

Increasing or decreasing body temperature by a de-
gree or two has no anaesthetic effect but does exert 
tangible effects on bilayer fl uidity and/or volume 
[5,6]. However, cooling to less than 24°C is often 
used to induce and maintain a state of anaesthesia 
but concurrently stops the heart so relies on extracor-
poreal perfusion. The effects of barbiturates, which 
modulate neuronal function in the low micromolar 
range, have long been known to be stereoselective 
(i.e. the isomers probably bind differentially to chiral 
sites on proteins); but even here, many pharmacolo-
gists taught that in this concentration range the ef-
fects of such drugs could not be receptor-active).

The seminal work of Franks’ group in a variety of 
preparations demonstrated that isomers of isofl u-
rane are similarly differentially active at LGIC in vitro 
[4]. In general, several groups had highlighted that 
LGIC were responsive to anaesthetic drugs at con-
centrations required to produce general anaesthesia 
[7]. Most researchers in this fi eld now suggest that 
the preferential targets are LGIC [4,8,9]. Certainly 
anaesthetics do disrupt LGIC function in the clinical 
concentration range but they can hardly be de-
scribed as ‘high affi nity’ effectors. LGIC modulation 
by inhalational agents is exerted at concentrations 
in the 0.2–0.4 mm range which equates to “MAC 
(minimum alveolar concentration) equivalent” 
concentrations in patient cerebrospinal fl uid. Re-
ceptors bearing an integral ion channel are com-
posed of several aggregated ‘subunits’, with fi ve 
subunits surrounding the membrane spanning 
channel lumen. Because each functional channel is 
made up of a heteromeric assembly of distinct subu-
nits there are potentially thousands of possible 
isomeric assemblies of LGIC. The ‘cloners’ and elec-
trophysiologists have now discerned that when the 
channel subunits are differentially expressed in 
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an invariant lipid membrane, there are major chang-
es in their pharmacology. With the advent of molec-
ular medicine, drug designers are keen to profi le the 
changes in the expression of disease-associated 
changes in the expression of specifi c channel 
isoforms.

The anaesthetist also exploits fast ion channel 
modulators in the form of suxamethonium and 
curareform muscle relaxants (see review by Prior 
[10]) but we focus on centrally acting drugs in this 
overview. The role of voltage-gated channels as tar-
gets for anticonvulsant and analgesic drugs has been 
highlighted recently [11].

Fine structure and physiology of 
ligand-gated ion channels

Ligand-gated ion channels are the favoured target 
for anaesthetic action, particularly the cys-loop fam-
ily (see: http//www.pasteur.fr/recherche/banques/
LGIC/LGIC.html) and are vital in cellular communi-
cation. The fact that they open in response to chemi-
cal stimuli confers upon them the versatility of either 
exciting or inhibiting the postsynaptic cells. When a 
neurone is activated, a chemical neurotransmitter is 
released from the presynaptic cell into the synapse. 
The neurotransmitter then binds to postsynaptically 
located LGIC, causing them to open, allowing the in-
fl ux of ions. In the anionic LGIC (activated by GABA 
or glycine), infl ux of negatively charged Cl− ions 
causes hyperpolarization of the postsynaptic cell. 
Cationic LGIC (activated by acetylcholine or L-gluta-
mate) allow the infl ux of positively charged ions, re-
sulting in cellular depolarization. Because of their 
bifunctional signalling capacity, LGIC are crucial 
regulators of excitability in neuronal networks and 
are exploited as drug targets in the treatment of anxi-
ety, sleep disturbance, epilepsy and spasticity.

There are several families of LGIC, which can be 
categorized according to their structure and pharma-
cology. Our focus here is on the cys-loop (or nicotinic 
acetylcholine receptor [nAChR]) superfamily.

Nicotinic acetylcholine or ‘cys-loop’ 
receptor superfamily
There are both cationic and anionic members of the 
nAChR superfamily. The cation selective channels 

(excitatory) are nAChR and 5-hydroxytryptamine 
(5-HT)3 receptors. The anion selective channels (in-
hibitory) are γ-aminobutyric acid (GABA)A recep-
tors and glycine receptors. All members of this family 
are structural homologues. They are all believed to 
have a pentameric structure, made up from fi ve sep-
arate subunits (Fig. 7.1 ). Each subunit contains four 
hydrophobic transmembrane regions (M1–M4), a 
long N-terminal and a large intracellular loop be-
tween M3 and M4. The second of these transmem-
brane domains, M2, is thought to line the pore of the 
ion channel. This region is important in ion selectiv-
ity, because of the charged amino acids. Rings of 
amino acids at the inner and outer end of the M2 do-
main contain amino acids that carry the opposite 
charge to the permeant ion (i.e. a cation channel will 
contain an M2 selective fi lter with a ring of negative 
charge), which will attract the positive cations. A 
cysteine–cysteine bond in the N-terminal (i.e. a 
cysteine loop) gives rise to the superfamily name.

The greatest insight into LGIC structure comes 
from the seminal work of Brisson and Unwin [12] 
and is based on electron microscopic analysis of nico-
tinic receptor dimers, which are highly enriched in 
fi sh electric organs. The high resolution of this tech-
nique (currently circa 0.6 nm) confi rms that the fi ve 
subunits surround a centrally located channel pore. 
This pore is lined with hydrophilic hydroxylated 
amino acids on one face of a kinked amphiphilic 
helix. At the apex of this kinked rod there is an amino 
acid residue (leucine) that is conserved throughout 
all LGIC [13] and which may be important in chan-
nel gating. When the channel is activated, a confor-
mational change results in the subunits ‘twisting’ to 
open the pore (Fig. 7.1) allowing a rapid signal to be 
transmitted across the cell membrane. Further work 
on Torpedo electroplax [14] suggests that the intra-
cellular end of the nicotinic acetylcholine channel 
pore contains narrow ‘tunnels’ which fi lter ions 
through the receptor. It has been postulated that 
counter-ionic charged amino acids here might ex-
plain the virtually undetectable single channel cur-
rents through 5-HT3 receptor isoforms [15,16]. The 
binding pocket for acetylcholine (ACh) is thought to 
be inside the channel vestibule rather than on the 
outside, with ACh entering the vestibule before it 
can reach its binding site. When the channel is closed, 
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the pore is blocked close to the centre of the mem-
brane by branches from the chain of amino acids 
which make up the subunits [14].

Nicotinic acetylcholine receptors
Nicotinic acetylcholine receptors (nAChRs) are the 
most studied of all LGIC. They are mainly located on 
the postsynaptic membranes of muscle cells at the 
neuromuscular junction, but different subtypes of 
this receptor (mainly α4β2) are also centrally located 
[13]. Although there are many subtypes of the 
nAChR, agonists (e.g. nicotine, lobeline and 
decamethonium) show little selectivity, whereas 
antagonists can be extremely specifi c. For example, 
α-bungarotoxin specifi cally targets ACh receptors 
located at the neuromuscular junction and central α7 
receptors [17]. Other antagonists are specifi c for cen-
tral nicotinic receptors, such as mecamylamine. Vol-
atile anaesthetics may also produce a weak blocking 
effect on various subtypes of the nAChR [18] but 
they synergize with relaxant drugs in the operating 
theatre. nAChRs in the brain differ from those on 
muscle membranes in that they are more diverse in 

terms of subunit combination. Some of these may 
have a role in generating a state of consciousness. For 
example, nicotinic receptor titres are abnormal in 
Loewi body dementia; patients drift in and out of 
consciousness [19]. Central nicotinic receptors may 
be involved in the therapeutic actions and in the pro-
duction of several of the side-effects of anaesthetics 
such as amnesia and delirium [18]. Mutations in the 
α4 subunit result in autosomal dominant nocturnal 
frontal lobe epilepsy, which again results in transient 
alterations in consciousness [20]. A mutation in the 
β2 subunit also causes hyperactivity disorders [20]. 
Centrally located nAChRs isoforms are certainly 
modulated by anaesthetics at clinically relevant 
concentrations. The α4β2 isoform is the most widely 
distributed in the brain and is highly sensitive to in-
halational anaesthetics and propofol [21], such that 
sensitivity is about 35 times greater than at receptors 
at the neuromuscular junction. Others report that 
volatile anaesthetics and ketamine both inhibit cen-
tral nAChRs at clinically relevant doses, but higher 
concentrations of barbiturates are required to pro-
duce the same effect [18]. Moreover, there are also 

Extracellular

Intracellular

(a) (b)

(c) (d)

Figure 7.1 Nicotinic acetylcholine 
receptor superfamily structure. (a) 65-
kD subunits assemble to produce a 
pentameric structure within the cell 
membrane. Note that the extracellular 
segments constitute the bulk of the 
quaternary structure, which has been 
confi rmed by electron microscopy. 
(b) Cross-section indicating agonist 
binding site (A), and pores that ions 
pass through (I). (c,d) Each subunit has 
four transmembrane regions (M1–M4) 
of which M2 lines the pore. Each 
subunit bears a large amino terminal 
and a short carboxyl terminal, which 
are both extracellular.

WEB_07.indd   92WEB_07.indd   92 7/5/2006   10:15:59 AM7/5/2006   10:15:59 AM



Ion channels   93 

suggestions that nACh receptors are involved in no-
ciception, another vital component of general anaes-
thesia. This evidence is derived from knockout mice, 
lacking genes for α3, α4, α7, α 9, β2 and β4 subunits 
[20].

5-HT3 receptors
The 5-HT3 receptor is the only member of the sero-
tonergic receptor family that is ionotrophic. This re-
ceptor contains an integral fast ion channel and all 
other 5-HT receptor families exert their effects by in-
direct coupling to G-proteins. These receptors are ex-
citatory (they are selectively permeant to cations). 
The 5-HT3 receptor has a limited distribution in the 
central nervous system (CNS) but is expressed in the 
gastrointestinal tract and in brainstem vomiting cen-
tres and almost certainly has a role in anaesthetic-
induced nausea [22]. Compared with other cys-loop 
family members, the single channel behaviour of 
these pores has been very diffi cult to interpret. Ele-
gant studies by Lambert’s group on recombinant/
chimaeric receptors suggests that key residues on the 
inner aspects of the pore-forming domains regulate 
channel conductance in certain receptor isoforms 
[15]. Several reports suggest that these excitatory re-
ceptors are blocked by anaesthetics, as one would 
probably expect, based on the homology to nicotinic 
receptors. Volatile anaesthetics enhance 5-HT3 me-
diated currents [22], whereas barbiturates inhibit 
currents in 5-HT3A receptors in HEK 293 cells [23].

Glycine receptors
Glycine receptors are ligand-gated anion channels 
with an inhibitory role at fast synapses. Predomi-
nantly found in the brainstem and spinal cord [24], 
they are also distributed throughout the brain [25]. 
Glycine receptors are activated by glycine itself and 
the structural congener taurine. They have distinct 
pharmacology to GABAA receptors, but with a simi-
lar subunit structure, but both inhibitory transmit-
ters are used at the same synaptic sites, notably in the 
spinal cord [26]. Like GABAA receptors, they can be 
modulated by a range of depressant drugs, such as 
volatile anaesthetics and barbiturates. Glycine recep-
tors are blocked by strychnine [27]. The glycine 
receptor also shows sensitivity to ethanol [28], 
although until recently there has been limited 

research. Glycine increases ethanol-induced loss of 
the righting refl ex, whereas the glycine receptor an-
tagonist strychnine has the opposite effect. The M2 
region of the α1 subunit may have an important role 
in glycine sensitivity to ethanol and enfl urane. Mu-
tation of the amino acid at position 267 caused recep-
tors to become insensitive to modulation by ethanol 
and enfl urane.

GABAA receptors
The fi nal member of the cys-loop family is the 
anionic GABAA receptor. Many hypnotic agents, 
such as barbiturates and benzodiazepines, are poten-
tiators of the GABAA receptor [29–33]. GABAA re-
ceptors appear to be pentameric, and hence are 
broadly consistent with the nicotinic template we 
have already described [32]. GABA is thought to 
bind to the N-terminal region [33]. Thus far, eight 
classes of subunit, based on sequence homology, 
have been discovered, with most classes containing 
further subtly different variants (α1–6, β1–3, γ1–3, δ, ε, 
ρ1−2, π and θ). Random pentameric assembly from 
such a large list of subunits means that theoretically, 
hundreds of thousands of GABAA isoforms may be 
expressed in the CNS. However, the list of function-
ally expressed receptors is likely to be a lot shorter 
than this. First, the ρ subunit forms receptors only 
with other ρ subunits, although they may be made 
from a combination of ρ1 and ρ2. Also, other than the 
ρ subunit, the other subunits cannot form functional 
receptors unless there is an α and a β subunit present. 
The γ subunit can be replaced by π, ε and δ, and the θ 
subunit requires αβ and γ to be present to form a 
functional receptor [34]. There are likely to be no 
more than 20 naturally occurring combinations in 
the CNS according to recent evidence based on 
ribonucleic acid (RNA) expression or immunoprob-
ing [35].

Expression of different subtypes of receptor in dif-
ferent parts of the brain gives rise to the possibility 
that different physiological or pathological roles are 
regulated by different receptor types. It also allows 
the pharmaceutical industry to target specifi c sub-
units of the GABA receptor, which can now be 
screened for sensitivity to a bewildering number of 
combinatorial chemical ligands using high through-
put assays, to treat a variety of neurological 
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conditions including anxiety, insomnia, epilepsy 
and neuropathic pain. For example, specifi cally tar-
geting the α1 subunit would result in sedation, or α2 
would result in anxiolytic effects [36,37]. The most 
commonly expressed subtype is thought to consist of 
2α, 2β and 1γ subunits [38]. α1β2γ2 make up approxi-
mately 40% of all GABAA receptors, α3βγ2 make up 
approximately 20%; α2βγ2 make up approximately 
20%; α2βγ1 contribute to around 10% and other 
combinations make up the remaining 10% [33]. Al-
though certain isoforms are specifi cally located in 
certain brain regions (e.g. α6 is found exclusively in 
the cerebellum), α1β2γ2 is distributed throughout 
the CNS.

Pharmacology of GABAA

Both the α and β subunits are involved in GABA 
binding and activation of the ion channel [33]. When 
GABA binds to its receptor, this causes a conforma-
tional change that results in a localized rotation of 
the M2 α-helix, causing the receptor to open [39].

Benzodiazepines
Benzodiazepines are a group of hypnotic/anticon-
vulsant/anxiolytic drugs introduced to clinical pra-
ctice in 1960 [40]. These, in the form of midazolam 
and related compounds, are now widely used as 
anaesthetic synergists and premedication agents. 
They produce their physiological effects via the 
GABAA receptor by an allosteric action on the recep-
tor protein [41]. By binding to a site independent of 
the GABA binding site, this gives some diversity in 
the actions produced by benzodiazepines. Benzodi-
azepines can be agonists (i.e. potentiate GABA cur-
rents), antagonists (i.e. have no effect on GABA 
currents) or inverse agonists (i.e. inhibit GABA cur-
rents) [42]. When benzodiazepine agonists bind to 
the benzodiazepine site, they increase the affi nity of 
GABA for its receptor, ultimately resulting in a seda-
tive effect. The most likely mechanism for this is via 
changing the structure of the ion channel slightly, 
therefore making it easier for GABA to bind (Fig. 7.2) 
[41]. Antagonists of the benzodiazepine site bind 
to the receptor and have no effect on the GABA 
current, but do prevent agonists of that site from 
binding.

The selective antagonist fl umazenil is extremely 
useful in the poisons clinic, although benzodi-
azepines are relatively safe drugs in acute overdose. 
In healthy individuals who have not ingested exoge-
nous benzodiazepines, fl umazenil does not produce 
an overt pharmacological response on arousal and is 
not anxiogenic, suggesting that there is no endog-
enous ligand for the benzodiazepine site [43]. How-
ever, others have demonstrated cognitive changes in 
human volunteers and hence contest this conclusion 
[44,45].

Different combinations of subunits of the GABAA 
receptor show varying sensitivities to benzodi-
azepines. A histidine residue in the N-terminal of α 
subunits is important for diazepam sensitivity, such 

(a)

(b)

(c) (d)

Figure 7.2 (a) In the absence of a benzodiazepine, 
GABA binds to the receptor, allowing Cl− infl ux. (b) When 
a benzodiazepine binds to a receptor, it causes a 
conformational change, allowing GABA to bind to the 
receptor more readily, thus allowing GABA to activate 
more current through the ion channel. (c) Inverse 
agonists, such as the β-carbolines, bind to the 
benzodiazepine site and cause a conformational change 
that reduces the chance of GABA binding to the receptor. 
(d) Neutral antagonists of the benzodiazepine site prevent 
benzodiazepines from binding, but have no effect on the 
affi nity of GABA for the receptor or the ionic current.
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that if this residue is converted to arginine, it renders 
the receptor insensitive [46]. α4 and α6 subunits, 
which are insensitive to diazepam in wild-type re-
ceptors, become sensitive if the amino acid at posi-
tion 99 in α4 or 100 in α6 is mutated to arginine. 
Receptors containing α1 subunits show high sensi-
tivity to diazepam, fl umazenil, zolpidem and DMCM 
(methyl 6,7,-dimethoxy-4-ethyl-β-carboline-3-
carboxylate which is a very potent convulsant with 
high affi nity for specifi c benzodiazepine binding 
sites), whereas α2, α3 and α5 containing receptors 
show reduced sensitivity to fl umazenil, but are 
highly sensitive to diazepam, zolpidem and DMCM. 
However, α4 and α6 containing receptors are insensi-
tive to diazepam, zolpidem and DMCM but are sensi-
tive to fl umazenil [45]. In the absence of the γ subunit 
(i.e. in αβ only combinations), benzodiazepines have 
no effect [42,47], suggesting that benzodiazepines 
bind at the α–γ interface [48]. Replacement of the γ 
subunit with ε, δ and π also renders receptors insensi-
tive to benzodiazepines, suggesting that the γ subunit 
is crucial for benzodiazepine binding [34]. The π sub-
unit can coassemble with the α, β and γ subunits, but 
these receptors are also insensitive to modulation 
by benzodiazepines [34]. However, incorporation of 
the θ subunit, to produce an αβγ θ combination does 
show sensitivity to benzodiazepines [34].

Barbiturates
Barbiturates are a group of drugs whose clinical 
effects range from sedation to anaesthesia. Their 
clinical usefulness has diminished as a result of their 
side-effects, such as physical dependence and 
tolerance [49], but thiopental is still widely used as 
an induction agent by anaesthetists. Unlike benzodi-
azepines, barbiturates produce profound respiratory 
depression and in overdose have been frequently 
used to commit suicide, usually in combination with 
alcohol. Although barbiturates are hypnotic, they do 
not produce physiological sleep and cycles of rapid 
eye movement (REM) and slow wave sleep (SWS) 
are abnormal, leading to sleep that is not restful [50]. 
Like benzodiazepines, they are well known to mod-
ulate GABAA receptors, but they also have a blocking 
effect on voltage-gated sodium channels [51]. The 
GABAA receptor is again the primary site of action for 
the barbiturates [16]. Barbiturates have three differ-

ent effects at the GABAA receptors: (i) a positive 
modulatory effect at low concentrations (approxi-
mately 1–300 µmol); (ii) a direct activation of GABA 
receptors at mid-high concentrations (approximate-
ly 60 µmol–3 mmol); and (iii) a blocking effect at high 
concentrations [16,52]. These effects are produced 
by barbiturates binding at distinct sites on the GABAA 
receptor [30]. The site of direct activation by barbitu-
rates is unlikely to be at the same site as the GABA 
binding site, because threonine and tyrosine residues 
in the β subunit are crucial for channel activation by 
GABA, but not by barbiturates [48].

Like other drugs that interact with the GABAA 
receptor, the subunit composition determines the 
effects of barbiturates. Homomeric ρ1 receptors 
are insensitive to barbiturates [53], but a mutation 
of a single amino acid residue in the M2 region leads 
to the sensitivity of ρ1 to pentobarbital [54]. Different 
isoforms of the α subunit show different sensitivities 
to barbiturates. α6 is three times more sensitive to 
direct activation by barbiturates than the other α 
subunits [16]. The β subunit is important in the 
effects of barbiturates on the GABAA receptor and 
replacing an alanine residue with a proline residue 
in the M1 region of the β1 subunit decreases barbi-
turate sensitivity [48]. A glycine residue in the M1 
region of the β and α subunits is vital for enhan-
cement by pentobarbital [48], while a mutation 
in the M2 region of the β3 subunit eliminates sensi-
tivity to pentobarbital. Although there is not much 
variation between different β subunits in their sensi-
tivity to barbiturates, β3 is usually the most sensitive 
[16].

Anticonvulsants
Anticonvulsants that exert their effect via the GABAA 
receptor block paroxysmal depolarizing shifts in vitro 
and ictal seizures in vivo. Several different anticon-
vulsants exert their effects in different ways. Some 
anticonvulsant drugs such as tiagabine and viga-
batrin work by increasing the levels of GABA in the 
brain. Others, like diazepam, produce their effects 
by binding directly to the GABAA receptor [31]. The 
anticonvulsant loreclezole exerts its effects on the 
GABAA receptor by binding to the β subunit, and 
does not need the α or γ subunit to be present. How-
ever, its effects are absolutely dependent on which β 
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subunit is expressed: only GABAA receptors contain-
ing the β2/3 subunits are sensitive to loreclezole [31]. 
Further mutations in the M2 and M3 domains reveal 
that a single amino acid in M2 (serine residue in β1 
and asparagine in β2) is crucial in determining β1 in-
sensitivity and β2 sensitivity to etomidate and lorec-
lezole [55,56]. In addition, β2 knockout mice show 
markedly reduced sensitivity to etomidate [37].

Neurosteroids
Neurosteroids are endogenous steroids found in the 
CNS and are vital to the normal functioning of the 
human brain. For example, decreased levels of allo-
pregnenolone are found in depressed patients [57] 
and changes in steroid titres are likely to underpin 
the associated anxiogenic, psychological and mood 
swings seen in premenstrual syndrome. The steroi-
dal anaesthetic alphaxalone was the fi rst shown to 
act upon the GABAA receptor and since then several 
neurosteroids have been found to mimic this effect 
[58]. Steroids have a number of behavioural effects, 
such as anxiolytic, hypnotic, anaesthetic and anti-
convulsant, all of which are hallmarks of drugs that 
modulate the GABAA receptor [58]. Neurosteroids 
can inhibit (excitatory/convulsive effects) or en-
hance (inhibitory/sedative effects) the GABAA Cl− 
currents. For example, 3α-OH-DHP (3α-hydroxy-
5α-pregnan-ol-20-one) potentiates GABA activity, 
whereas pregnenolone sulphate depresses the re-
ceptors [59].

Like anaesthetic agents, neurosteroids bind to 
multiple recognition sites on the GABAA receptor. 
Most neurosteroids will only modulate GABA recep-
tors composed of a combination of α1, β1/2, and γ2. 
Although the presence of the γ subunit is not neces-
sary for neurosteroid modulation, replacing the γ2 
subunit for a γ1 subunit signifi cantly reduces sensi-
tivity [31,60]. As well as having a positive modulat-
ory effect on exogenous GABA responses, steroids 
also increase the duration of spontaneous inhibitory 
postsynaptic currents (sIPSC), although there is no 
change in the amplitude [58]. This is an effect analo-
gous to barbiturate actions on GABAA receptors and, 
like benzodiazepines, neurosteroids also increase 
the frequency of channel openings [58]. Neuro-
steroids can directly activate the GABAA receptor. 
Although this may associate neurosteroids with bar-

biturates, they are known to bind to distinct sites on 
the GABAA receptor [61].

The state of phosphorylation of the GABAA recep-
tor is an important contributing factor to neuroster-
oid action [62]. The effect of neurosteroids on the 
duration of the IPSC can be abolished by blockade of 
G-protein coupled receptors and protein kinase C 
(PKC) [62]. However, activation of G-proteins and 
PKC in the absence of a neurosteroid fails to mimic 
the neurosteroid effects. This suggests that the neu-
rosteroid binds to the GABAA receptor, not to PKC or 
the G-protein directly [62].

Neurosteroids do not specifi cally target GABAA 
receptors; depending on the subunit combination, 
neurosteroids can either enhance or inhibit N-
methyl-D-asparate (NMDA) receptors [57]. Some 
neurosteroids such as hydrocortisone enhance gly-
cine-mediated currents, although none of the neu-
rosteroids modulates both GABA and glycine 
receptors [58]. Furthermore, voltage-gated Ca2+ 
channels are inhibited by nanomolar concentrations 
of 5α-pregnan-3α,11β,21-triol-20-one [58].

Non-steroidal anti-infl ammatory drugs
Non-steroidal anti-infl ammatory drugs (NSAIDs) 
include aspirin, ibuprofen and mefenamic acid 
(MFA). MFA has been found to have a subunit-
dependent effect on the GABAA receptor [63] and 
currents produced by GABAA receptors (α1β2γ2) 
were positively modulated by this drug. Replace-
ment of β2 with β1 rendered receptors insensitive to 
modulation by MFA [63] and, furthermore, in the 
presence of a γ2L subunit (rather than γ2S), MFA is in-
hibitory at β1-containing receptors [64]. These ob-
servations may contribute to the analgesic profi les of 
such drugs, but also represent an exciting new target 
for anxiolytic, hypnotic and anticonvulsant drug dis-
covery [35].

Phosphorylation
GABAA receptor function can be modulated by the 
phosphorylation secondary to kinase or phosphatase 
action. There are numerous sites susceptible to phos-
phorylation by PKA and PKC (Fig. 7.3). These sites 
are located between M3 and M4 of α, β, γ, ε, π and ρ 
subunits [65]. PKA injection decreases the freq uency 
of channel opening in neurones and reduces re-
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sponses to GABA in oocytes and these effects are also 
shown by PKC [32]. It has been suggested that a site 
on the γ2L subunit is essential for GABA sensitivity of 
ethanol [66], although other papers report that 
phosphorylation of γ2L is not important for ethanol 
sensitivity [67].

There are many types of protein kinases, including 
PKA and PKC, each of which has several isoforms. 
There are at least eleven known classes of PKC, α, βI, 
βII, γ, δ, ε, ζ, η, θ, µ and λ [68] and these subtypes can 
be further divided into three groups. Conventional 
PKC (cPKC) isoforms (α, βI, βII and γ) require activa-
tion by diacylglycerol (DAG) and Ca2+. These 
isoforms are expressed throughout the brain and 
are associated with phospholipase C activation [68]. 
Novel PKC (nPKC) isoforms (δ, ε, η, θ and µ) are simi-
lar to cPKC isoforms in their structure, but they can 

be activated independently of Ca2+; however, they 
require activation by DAG. Atypical PKC (aPKC) iso-
forms (ζ and λ) differ from cPKC and nPKC isoforms 
in structure and require neither Ca2+ nor DAG for ac-
tivation [68]. PKC is subject to autophosphorylation, 
when Ca2+ levels are increased for a length of 
time [68].

There is another subtype of PKC which is insensi-
tive to autophosphorylation, called protein kinase M 
(PKM). PKC activation results in inhibition of GABAA 
receptors expressed in Xenopus laevis oocytes [69], 
but this has not been replicated in neurones, with 
some laboratories reporting that activation of PKC 
causes potentiation of GABA receptor currents 
[70,71]. Different in vitro expression systems are 
probably the cause of these contradictory results. 
Alternatively, it is possible that the different cell or 
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species types express different isoforms of PKC, re-
sulting in the different effect of PKC in different ex-
pression systems.

Data from experiments in Xenopus oocytes 
have shown that PKC activated inhibition of ρ1 
receptors is caused by internalization of the recep-
tor, rather than phosphorylation of individual 
residues [72]. There is evidence to suggest that 
certain drugs can modulate PKC and a recent 
article has shown that the volatile anaesthetic 
halothane increases the translocation of PKC to 
the cell surface [73]. Neuro steroid modulation of 
the GABAA receptor appears to be dependent 
upon the phosphorylation state [62]. Other 
anaesthetics and alcohol have also been shown 
to inhibit PKC. Modulation of the GABA recep-
tor by phosphorylation allows a diverse range 
of changes to GABA receptor function. PKA is 
activated by cyclic adenosine monophosphate 
(cAMP) and high levels of PKA are found in the 
hypothalamus [70]. Activation of PKA causes an 
increase in GABA release [74]. Other work has 
shown that the PKA activator, forskolin, can in-
crease the amplitude of sIPSC as well as minia-
ture inhibitory postsynaptic current (mIPSC) 
frequency [70]. The role of PKC and PKA in the 
sensitivity of GABAA receptors to a variety of drugs 
remains unclear but may represent novel drug 
targets.

General anaesthetics and 
GABAA receptors

The discovery that the ρ subunit was absolutely 
insensitive to inhalational anaesthetics was a 
pivotal fi nding. Lengths of protein from a sensitive 
subunit were spliced at the appropriate segment 
into copy DNA (cDNA) for the ρ homologue to 
produce chimeras. This showed that segments that 
span the membrane were crucial. This seminal 
work has shown that the M2 domain on both α and β 
subunits are vital for the binding of certain anaes-
thetics and alcohol [75]. For example, isofl urane 
sensitivity can be eliminated by mutating certain 
residues on the α2 and/or β1 subunits [76]. In addi-
tion, a mutation in the β1 subunit abolished the abili-
ty of propofol to potentiate the GABA receptor, 

although direct activation at high doses was still pos-
sible [76].

Further elegant work focusing on mutations in 
the M2 and M3 domains revealed that a single 
amino acid in M2, which is serine in β1 and asparag-
ine in β1, confers insensitivity to etomidate and 
loreclezole in the β1 subunit compared with the 
sensitive β2 subunit [55,56]. Mutation of Gly219 in 
the M1 region of the β2 subunit almost eliminates 
sensitivity to intravenous anaesthetics including 
pentobarbital, propofol, etomidate and alphaxalone 
[77]. As well as the type of amino acid present at 
these key sites, the size of the anaesthetic molecule 
also determines the sensitivity of various mutations 
[63]. This suggests that there is a ‘pocket’ where an-
aesthetics bind, and slight variations in the amino 
acids creating this pocket could lead to differential 
anaesthetic sensitivity. Further evidence to support 
the binding pocket theory was produced by Belelli et 
al. [54] in 1999. They showed that mutation of a 
single amino acid in the ρ subunit produced sensi-
tivity to pentobarbital in a previously insensitive 
subunit [54]. Clearly, different types of anaesthetics 
bind to different parts of the GABAA receptor, al-
though it is unknown which of these sites is impor-
tant physiologically for the binding of endogenous 
substances.

Although the GABAA receptor is the consensus 
molecular target for anaesthetic effects based on the 
recent literature, the fact remains that such drugs ex-
hibit relatively low affi nity for a variety of neuronal 
targets, which probably accounts for their diverse 
pharmacological and cardiovascular safety profi les 
and also making it unlikely that a single receptor un-
derpins their diverse pharmacological profi les. The 
importance of GABAA receptor isomerism is now 
being examined in whole animals using recombinant 
techniques and transgenic laboratory strains or gene 
knockouts. Because of the importance of inhibitory 
GABAergic transmission, GABAA knockouts can be 
lethal [37]. However, deletion of subunits believed 
to be important in anaesthesia is feasible. GABA sen-
sitivity to some anaesthetics is absolutely dependent 
on certain subunits. By eliminating these subunits, 
these animals could, if modulation of GABAA is the 
key step for anaesthesia, be insensitive to these an-
aesthetics. Until recently, the only major subunit to 

WEB_07.indd   98WEB_07.indd   98 7/5/2006   10:15:59 AM7/5/2006   10:15:59 AM



Ion channels   99 

be deleted was γ2, which proved to be lethal. How-
ever, more recently, α1 and β2 knockout mice were 
produced [37]; α1 null mice showed an 80% reduc-
tion in the loss of the righting refl ex in response to 
zolpidem and β2-knockouts showed a 50% reduc-
tion in response to etomidate. In addition, knock-in 
mice, with the mutation β2N265S, had reduced sen-
sitivity to etomidate with improved motor coordina-
tion and reduced postanaesthetic sedation [78]. 
Drugs that do not modulate β2-containing receptors 
offer the possibility of anaesthesia with improved re-
covery, which would be particularly benefi cial for 
short-stay patients. In addition to its importance in 
postanaesthetic recovery, Cirone et al. [78] have also 
shown that the β2 subunit is important in hypother-
mia during anaesthesia. The β2N265S knock-in mice 
described above had a smaller hypothermic response 
to etomidate than wild-type mice and also returned a 
normal body temperature more rapidly [78]. Other 
workers have focused on β3 subunit knockouts and 
have shown a marked shift in sensitivity to anaes-
thetics. The length of time of the loss of the righting 
refl ex induced by etomidate and midazolam was re-
duced in these mice, but not that induced by haloth-
ane, pentobarbital, ethanol and enfl urane. However, 
the immobilizing action, as tested in a tail clamping 
assay, of halothane and enfl urane were decreased. 
Thus, the β3 subunit may be involved in the anaes-
thetic effects of these agents [79]. Interestingly, β3-
containing GABA receptors may have an important 
role in REM sleep, which is considerably reduced 
during anaesthesia [80].

Conclusions

Ligand-gated ion channels have a major signalling 
role in the CNS and are important molecular targets 
for anaesthetics; particularly the GABAA receptor. 
Anaesthetics were discovered by serendipity rather 
than an enlightened and rational research pro-
gramme based on activity at ion channel targets. 
Many anaesthetists would argue, with justifi cation, 
that their mode of action is irrelevant and that a sin-
gle molecular target may never be able to explain 
their effi cacy and diverse in vivo pharmacological 
profi les. However, it is now widely acknowledged 
that fast ligand-gated channels represent one of the 

better model targets to explain anaesthetic action. 
The data reviewed here have radically transformed 
our perceptions of how anaesthetic drugs may exert 
their effects at the cellular level, and there is growing 
evidence for the role of GABAA isoforms in transduc-
ing the effects of anaesthetics in the living brain. 
However, it is doubtful whether this will, even in the 
mid-term future, be able to impact on rational design 
of novel and safer anaesthetic agents.
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CHAPTER 8

Immunosuppression
Roxanna Bloomfi eld and David Noble

Introduction

Multicellular organisms require mechanisms to dis-
tinguish between self and non-self so that invading 
microbial and parasitic pathogens or rogue cells, such 
as tumour cells or virally infected cells, are eli-
minated. This task is performed by the immune sys-
tem, which comprises a complex network of humoral 
and cellular factors that are orchestrated to defend 
the organism against such invaders. These defences 
are also intimately linked with other systems or path-
ways such as infl ammation and coagulation (see 
Chapter 11). However, the integrity and vigour of 
these immune mechanisms can be affected by dis-
ease or as a consequence of therapeutic inter ventions. 
Management of autoimmune diseases, immune hy-
persensitivity, bone marrow and solid organ trans-
plantation have also resulted in a variety of strategies 
to suppress or modulate immune processes for the 
benefi t of individual patients. Drugs developed to fa-
cilitate organ transplantation have also been utilized 
in other disease processes such as prevention of 
stent-associated stenosis [1].

An overview of the immune system

A brief overview of the immune system allows in-
sights into causes and targets of immunosuppression 
[2–4]. The immune system organizes responses 
against invaders by way of humoral factors and cel-
lular responses. Although immune responses can be 
compartmentalized into innate and adaptive sys-
tems, they are overlapping and interdependent.

Physical barriers
Prior to engagement with immune defences, exter-
nal pathogens must breach hostile barriers such as 

integument and mucosal surfaces to gain access to 
the host. However, this is frequently the case in pa-
tients encountered in the operating theatre and in 
intensive care units (ICUs) with the use of peripheral 
and central vascular devices, intracranial monitoring 
or drainage systems, artifi cial airways, urinary cath-
eters and surgical wounds. These factors in concert 
with reduced conscious level, impaired swallowing 
refl exes, reduced ciliary clearance and alterations to 
epithelial cell secretions that can also occur in these 
patients, contribute to impairment of this fi rst line of 
defence.

Innate immunity
On fi rst encounter with a pathogen, the adaptive 
or specifi c immune response requires proliferation 
and clonal expansion of cell lines, a process that 
may take days to complete. Effectors of the innate 
system, which include antimicrobial peptides, 
phagocytes and the alternative pathway of comple-
ment, can be activated immediately. Thus, innate 
immunity allows containment of the new invader 
before the complementary adaptive immune 
system becomes fully functional [3–4]. This in part is 
achieved by germ-line encoded receptors that 
recognize highly conserved moieties found in large 
groupings of microorganisms. The latter are called 
pathogen-associated molecular patterns. Examples 
include lipopolysaccharide, peptidoglycan, lipotei-
choic acid, mannans, bacterial DNA, double-
stranded RNA and glucans. The receptors that 
recognize them are called pattern-recognition recep-
tors. The mannose receptor of macrophages is one 
example. Resulting activation of signal-transduction 
pathways leads to expression of a variety of immune 
response genes as well as infl ammatory cytokines. 
Cytokines can up-regulate innate immune response s. 
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For example, interleukin-12 (IL-12) up-regulates 
natural killer (NK) cells to more active lymphokine 
activated killer (LAK) cells. γ-Interferon (IFN-γ) 
increases resistance to viral replication as well as 
enhancing several aspects of cellular immunity. Mol-
ecules synthesized by the liver as part of the acute 
phase response, such as mannan-binding lectin, 
which similarly are activated by pathogen-associated 
molecular patterns, initiate the complement cascade 
which can lead to microbial cell lysis or increase the 
ability of neutrophils and macrophages to phagocy-
tose and kill the complement-coated invaders. Toll 
receptor molecules found in Drosophila fl ies have be-
come a focus of interest as similar receptors are also 
found in mammals and have been named Toll-like 
receptors (TLRs). Studies in mice suggest that TLR4, 
through the nuclear factor κB (NK-κB) pathway, 
may be involved in innate responses to lipopoly-
saccharide. Mice defi cient in this TLR gene are 
profoundly susceptible to Gram-negative bacterial 
infections. The signifi cance of human TLR polymor-
phisms in disease currently is an active area of re-
search [3–5].

The innate immune system not only provides an 
immediate response to non-self pathogens, but is 
also vital for appropriate T-cell activation. T cells re-
quire multiple signals to initiate a full response. This 
may be viewed as a safety mechanism to prevent ac-
tivation and inappropriate responses to the host it-
self. Thus, in normal circumstances, full expression 
of the adaptive immune response is modulated by 
dend ritic and other antigen presenting cells of the in-
nate immune system through antigen presentation 
by major histocompatibility complex (MHC) peptide 
antigen complexes, other co-stimulatory surface 
molecules and by cytokines such as IL-1, IL-6 and IL-
12. Mutations of mannose receptors and mannose-
binding lectin have been associated with increased 
susceptibility to infections. Mutations that leave the 
innate system constitutively active may predispose 
to autoimmune, hypersensitivity and infl ammatory 
diseases [3].

Specifi c or adaptive immunity
Various subpopulations of lymphocytes are the prin-
cipal players in adaptive immunity. These bone mar-
row derived cells differentiate into B and T cells, the 

former lineage being primarily responsible for anti-
body production and antigen presentation and the 
latter for cellular immune responses.

In contrast to the innate immune response, 
somatic hypermutation allows the host to generate a 
vast repertoire of complementary antigen receptors. 
However, the stimulated cell clone has to proliferate 
and differentiate to be fully effective. This process 
may take days on fi rst presentation of a foreign anti-
gen. Fundamental to generation of the adaptive im-
mune response is clonal selection and deletion. This 
ensures that foreign antigens induce expansion and 
improved affi nity while self antigens result in non-
response through anergy or apoptosis.

B cells differentiating through B1, B2, mature B 
cells to plasma cells produce immunoglobulins of 
various classes. Mature plasma cells survive from a 
few days to weeks. On second exposure to antigen, 
memory B and T cells ensure a better secondary im-
mune response in terms of greater rapidity and 
affi nity. Most, but not all, foreign antigens will only 
stimulate a B-cell response with the aid of T helper 
cells. The interaction of these two types of cell 
through MHC class II molecules, other co-
stimulatory surface molecules and cytokine such as 
IL-2, IL-4 and IL-5 result in somatic hypermutation 
with production of higher affi nity antibodies, immu-
noglobulin class switching from IgM to other classes 
of antibody, and the generation of memory B cells. 
Immunoglobulins may neutralize toxins, kill patho-
gens indirectly through complement activation and 
by priming a number of different effector cells such 
as macrophages, neutrophils, NK cells and cytotoxic 
lymphocytes by bound antibody via Fc receptors. 
This is termed antibody dependent cellular 
cytotoxicity.

T cells mature from stems cells from bone marrow 
but develop within the thymus. Like B cells but 
through different mechanisms, they too undergo 
positive and negative selection to ensure that cells 
recognizing foreign antigens develop and proliferate 
but those recognizing self antigens do not. Develop-
ing T cells initially express the cell surface molecules 
CD4 and CD8. However, eventually they express 
only one or other of these molecules. CD4 positive 
cells usually act as helper T cells in cellular and hu-
moral immune responses while CD8 positive T cells 
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are usually cytotoxic. Mature T cells migrate out of 
the thymus and recirculate between secondary lym-
phoid tissue such as lymph nodes and the blood 
stream. Within lymph nodes they interact with anti-
gen presenting cells such as activated dendritic cells 
which present antigenic peptides on the MHC class II 
molecule to the T-cell receptor. T-cell receptor acti-
vation is insuffi cient in the absence of other co-
stimulatory signals. These are provided by other cell 
surface molecules or cytokines and in their absence 
T-cell activation and proliferation will not occur. Ac-
tivated dendritic cells express large amounts of these 
co-stimulatory molecules and are potent activators 
of T cells. If T cells do not encounter specifi c antigen 
then the lymphocytes return to the circulation and 
continue traffi cking between lymphoid tissue and 
the circulation. Lymphocytes spend approximately 
30 min in the blood during each cycle around the 
body. They enter lymph nodes via specialized venules 
which express specifi c adhesion molecules. T helper 
cells are subdivided into T helper 1 (Th1) and T 
helper 2 (Th2) cells. In this paradigm, Th1 cells pro-
mote cellular responses to antigens in part through 
release of a combination of cytokines that include 
IL-2, IL-12, IFN-γ and tumour necrosis factor β (TNF-

β), whereas Th2 cells promote humoral responses in 
part through release of cytokines that include IL-4, 
Il-5, IL-6 and IL-13 [6]. In different animal models of 
disease different types of helper response can have a 
survival advantage.

Cytotoxic (CD8) T cells recognize virally infected 
cells through recognition of viral peptides on MHC 
class I molecules. Cell death is achieved by injection 
of granzymes through the infected cell membrane 
which activates caspases to induce cell death [7]. In 
this brief overview of the immune system, the com-
plexity and integrated nature of this system suggests 
there may be many ways of disrupting this system, 
either inadvertently or targeted for therapeutic gain 
(Fig. 8.1). However, there is also great redundancy 
which may defeat some approaches to successful im-
mune modulation.

Incidental or inadvertent 
immunosuppression

Incidental or inadvertent immunosuppression is 
documented in a variety of settings. However, the 
signifi cance of these investigations to clinical out-
come is not always apparent.
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Ageing
Ageing is associated with a reduction in immune 
responses in many but not all elderly individuals. 
Ageing is associated with decreased delayed hyper-
sensitivity, reduced IL-2 production, decreased lym-
phocyte response to mitogens and antigens, low rate 
of seroconversion and decreased antibody titre after 
vaccination [8].

Genetics
In addition to primary immunodefi ciencies, which 
are well described in standard textbooks [7], investi-
gation of genetic polymorphisms is an active research 
fi eld. For example, overexpression of TNF-α may 
predispose to poor outcome for some diseases [9]. 
Defi ciencies in some components of the innate sys-
tem may predispose to infection [5,10].

Hypothermia
Mild hypothermia can occur during anaesthesia 
[11], is not uncommon in critically ill patients on ad-
mission to hospital and is now increasingly being 
used as a therapeutic tool [12,13]. Hypothermia can 
be expected to reduce the effectiveness of many as-
pects of host defences as the rate of enzymatic reac-
tions and also cellular metabolism are reduced. 
Hypothermia inhibits release of pro-infl ammatory 
cytokines and suppresses chemotactic migration of 
leucocytes and phagocytosis [13]. It also impairs T-
cell-mediated antibody production and non-specifi c 
bacterial killing by neutrophils. This bacterial killing 
is progressively impaired as temperature is reduced 
from 41 to 26°C [11]. Clinical studies have also 
shown increased incidence of infections. This may 
be as a result of the effects of hypothermia on tissue 
hypoxia, immune function or its effect on wound 
healing [11,13].

Hyperglycaemia
It is increasingly appreciated that hyperglycaemia in 
a variety of clinical situations is associated with ad-
verse outcome [14]. One large randomized clinical 
trial of patients admitted to ICUs has shown clear 
benefi ts of stringent glucose control [15]. It has also 
been postulated that the adverse outcomes asso-
ciated with early studies of parenteral nutrition could 
in part be explained by poor glycaemic control in 

stressed patients receiving large glucose loads. Com-
plement-mediated mechanisms such as opsoniza-
tion and impairment of chemotaxis and phagocytosis 
in acute hyperglycaemia has been reported. The 
formation of reactive oxygen species as a marker of 
neutrophil function is also depressed [14]. Some of 
the adverse effects described may result from the ef-
fects of acute hyperglycaemia on the innate immune 
system [14].

Hypoxaemia
Hypoxaemia is prevalent in critically ill patients both 
outside and inside the ICU environment and may re-
duce resistance to infection. Not only does animal 
model data support this concept, at least one large 
human outcome study of wound infections also de-
scribes benefi t of supplemental oxygen to aid ade-
quate oxygen tension in the wound [16–19]. Both 
innate and adaptive immunity may be affected. Bac-
tericidal activity of neutrophils is mediated by oxida-
tive killing, which is dependent on production of 
superoxide radicals from molecular oxygen. Oxida-
tive killing by these cells depends on the partial pres-
sure of oxygen in the range 0 to more than 300 mmHg 
[19]. Hypoxia also affects superoxide production and 
release of mediators from macrophages [20]. IL-2 
production by T lymphocytes appears to be reduced 
by severe hypoxia [17]). Hypoxaemia can be a mech-
anism by which loss of gastrointestinal mucosal in-
tegrity leads to loss of barrier defence with bacterial 
translocation into the circulation leading to sepsis 
[21], although the clinical relevance of bacterial 
translocation in humans has been questioned. Hypo x-
ia also stimulates production of pro-infl ammatory 
cytokines from intestinal epithelial cells lines [22].

Transfusion
Transfusion of allogeneic blood is immunosuppres-
sive. Depression of NK function for up to 30 days has 
been observed in patients receiving whole blood [23] 
and defects in cell-mediated immunity have also 
been documented [24,25]. These immunosuppres-
sive effects have in the past been exploited to increase 
survival of renal transplants [23,26]. Transfusion has 
also been associated with increased rates of infection 
and a debatable decreased survival after surgery for 
some types of cancer. Although the effects of blood 
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transfusion on tumour recurrence have not been 
convincingly demonstrated in clinical practice, ani-
mal models clearly demonstrate adverse effects of 
transfusion of unmodifi ed allogeneic blood [26].

Interpretation of outcomes is complicated by vari-
ous pretreatments the donor blood receives prior to 
transfusion [27,28]. The immunosuppressive effects 
of blood are attenuated by prestorage leucodeple-
tion. Recent data support the former association and 
the effects of benefi ts of leucodepletion in reducing 
infection risks compared with buffy-coat-poor blood 
[28]. Another randomized trial of leucodepleted 
blood has demonstrated a reduction in the length of 
hospital stay and the incidence of multiorgan failure, 
although infection rates were not reduced when 
compared with non-fi ltered blood [29]. Importantly, 
the seminal Canadian trial of transfusion in critically 
ill patients did not use leucodepleted blood [30] 
which is now universally employed in the UK and 
some other European countries [27]. This may limit 
the applicability of the results of the study.

Trauma and surgery injury
Numerous studies document that incidental trauma, 
surgical trauma and burn injury cause immunosup-
pression. In general, the extent and duration of im-
munosuppression is proportional to the severity of 
the traumatic insult. Defects in innate immunity, 
cell-mediated immunity and humoral immunity 
have been identifi ed [31–33]. Cell-mediated im-
mune mechanisms appear to be consistently im-
paired after injury with a variety of demonstrable 
mechanisms or defects. These include changes in 
suppressor to helper T-cell ratios and a milieu that 
favours expression of Th2 cells over Th1 cells with 
depression of cell-mediated immunity. Antigen 
presentation to T cells by monocytes may be impaired 
and reduced stimulation of cell-mediated immunity 
secondary to altered cytokine responses and pros-
taglandin E2 production, together with impaired 
intracellular signal transduction, may all have a role. 
Depression of cell-mediated immunity has been 
shown to be strongly associated with adverse out-
comes in surgical patients and ICU and trauma pa-
tients are recognized as a particularly high-risk group 
[34]. Some promise in reducing injury-associated 
immunosuppression has been seen with the use of 

immune modulators such as non-steroidal analge-
sics [35], granulocyte colony-stimulating factor [31] 
and dehydroepiandrosterone [36]. Although ma-
nipulation of immune defences is an appealing and 
potentially promising approach, such strategies are 
experimental at present [37].

Drug effects
Many drugs have a spectrum of action beyond their 
primary indication. For example, erythromycin, a 
macrolide antibiotic, is a motilin antagonist. This sec-
ondary pharmacological property is now used thera-
peutically in surgical and intensive care practice to 
improve gastrointestinal motility. This drug also has 
effects on the innate immune system though modu-
lation of neutrophil function [38]. Other antibiotics 
also have immune modulating effects, which appear 
to have net immunosuppressive effects and others 
net immunostimulatory effects [39]. Histamine-2 
receptor antagonists have immunostimulatory ef-
fects that have been exploited therapeutically [40]. 
In contrast, proton pump inhibitors may exert sup-
pressive effects [41]. Both types of acid suppressant 
are associated with an increased risk of community-
acquired pneumonia but the effects of proton pump 
inhibitors appear greater, particularly at high dosage 
[42]. The preferred drug class may not just depend 
on primary pharmacology but the secondary im-
mune effects may affect choice of drug for stress ulcer 
prophylaxis in intensive care [41].

Adrenergic agonists such as dobutamine not only 
have haemodynamic and thermogenic effects, but 
also have anti-infl ammatory and immune effects 
which are in part a consequence of its action on in-
hibiting the activation of NF-κB [43]. Paradoxically, 
adrenergic agents may activate NK cells [44]. 
Dopamine has many potentially important effects 
beyond its haemodynamic role [45]. Although in 
most instances proof is lacking, secondary pharma-
cological and immunological effects of drugs can be 
important determinants of clinical outcome in some 
circumstances.

Nutrition
Severe nutritional defi cits have effects on the 
immune system [46]. Marasmus (protein calorie 
defi ciency) and kwashiorkor (protein defi ciency) 
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are both associated with immunodefi ciency, most 
notably cell-mediated immunity. Micronutrient 
defi ciencies of trace elements and vitamins are also 
associated with impaired host defences. These fi nd-
ings may also be of relevance to poorly nourished, 
catabolic, critically ill patients in the ICU setting.

Psychological stress
Psychological stress can depress some aspects of im-
mune function through a variety of mechanisms, 
such as a shift in balance of Th1 to Th2 responses, as 
well as depression of NK cells and mucosal immunity 
[47–49]. This can result in increased susceptibility to 
infections [49].

Anaesthesia, sedation and analgesia
The effects of anaesthesia, sedatives and analgesics 
have been extensively studied by a variety of tech-
niques over many years [50–56]. In general, many 
anaesthetic and sedative drugs cause depression of 
immune responses to some degree. These changes 
include depression of chemotaxis, phagocytosis 
and respiratory burst of leucocytes, depression of 
mitogen-induced proliferation of T cells, and 
depression of cytokine production by immune cells 
(reviewed in Galley et al. [56]). Opioids depress NK 
cell function, particularly in high dosage. These 
immune effects are generally short lived after dis-
continuation of the sedative or analgesic agent and, 
given the more prolonged immunodepression of 
surgical trauma, are considered by many to be of 
limited clinical signifi cance [56].

However, some animal models suggest that even 
short-lived anaesthetic-induced immunosup-
pression may have deleterious consequences. Ha-
lothane and isofl urane increased the number of 
pulmonary metastases of melanoma tumour in a 
murine model [57]. In a recently published rat tu-
mour model, NK cell activity was decreased by keta-
mine, thiopental and halothane, but not by propofol 
[58]. This reduced NK cell activity was associated 
with increased pulmonary metastases, reinforcing 
the possibility that perioperative immune effects of 
anaesthetic agents may indeed be relevant. Indeed, a 
package of measures to reduce perioperative immu-
nosuppression in cancer patients has been suggested 
[59].

Anaesthetic agents, other sedatives and opioid 
analgesics are used extensively in ICUs, often for 
prolonged periods of time. It remains a plausible, 
but unproven, concern that depression of immune 
competence may predispose to nosocomial infection 
and mortality. There are similar concerns for 
imm unosuppression in critically ill cancer patients. 
Claude Bernard stated in 1875, ‘An anaesthetic is not 
just a special poison of the nervous system, it anaes-
thetizes all cells, benumbing all the tissues and tem-
porarily stopping their irritability’ [60]. This early 
observation could still be pertinent over a century 
later.

Intentional immunosuppression

Many immunosuppressive drugs have been identi-
fi ed and developed in recent years to supplement a 
few older drugs that still remain in use. The main in-
dications for these drugs are to enable organ or tissue 
transplantation and suppression of autoimmune 
processes [61–64]. These agents include corti-
costeroids, radiation therapy, antiproliferative or 
cytotoxic drugs, other ‘small molecule drugs’ such 
as ciclosporin, a calcineurin inhibitor (sirolimus), 
a mammalian target of rapamycin inhibitor (mTOR), 
or protein drugs such as immune cell depleting 
antibodies, non-depleting antibodies and fusion 
proteins. Individual drug choice and therapeutic 
combinations are extensive, with more drugs under 
development targeting different components of the 
immune response. The interest in drug combinations 
results from the desire to obtain immunosuppres-
sion while avoiding drug-induced adverse effects 
from potentially highly toxic drugs.

Glucocorticoids
Corticosteroids are used for a variety of immuno-
pathological and infl ammatory conditions. Their 
pleiotrophic effects are mediated genomically and, 
at high doses, non-genomically [64–66]. These drugs 
are used so extensively in clinical medicine that 
detailed understanding of their mechanisms of ac-
tion, pharmacokinetics and pharmacodynamics is 
warranted [64,65]. The most commonly used corti-
costeroids are hydrocortisone, prednisolone, methyl-
prednisolone and dexamethasone (Table 8.1).
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Relative potencies depends on the biomarker used; 
for example, although tables of relative potency in 
standard textbooks list prednisolone and methyl-
prednisolone with similar potencies, their mean 
concentrations producing half-maximum effect 
(EC50) for T helper cell suppression are approxi-
mately 10-fold different. However, the broad 
potencies of corticosteroids are subdivided into glu-
cocorticoid effects which are responsible for im-
mune, anti-infl ammatory and metabolic effects, and 
mineralocorticoid activity which promotes sodium 
retention and potassium excretion.

Two enzymes are important in the metabolism of 
corticosteroids. 11β hydroxysteroid dehydrogenase 
type 1 (11β-HSD1) is widely distributed in glucocor-
ticoid target tissues and liver. It is a reductase that 
converts inactive cortisone to cortisol which binds to 
the intracellular glucocorticoid (GR) or mineralocor-
ticoid (MR) receptors. However, mineralocorticoid 
target cells possess 11β hydroxysteroid dehydroge-
nase type 2 (11β-HSD2) which oxidizes cortisol to 
inactive cortisone, thus preventing the mineralcorti-
coid from occupation by cortisol. Activity of 11B-
HSD2 varies with the type of glucocorticoid and this 
partially explains the different mineralocorticoid ac-
tivity of glucocorticoids. Unwanted mineralocorti-
coid effects, such as hypernatraemia, fl uid retention 
and hypokalaemia, occur when capacity of 11B-
HSD2 is exceeded. These are common problems in 
critically ill patients.

Corticosteroids are highly lipophilic pro-drugs, 
usually solubilized as esters of phosphate or succi-
nate. The drugs are converted into their active forms 
over a period of 5–30 min. Renal excretion of 

unchanged drug only accounts for 1–20% of eli-
mination. Oxidation or reduction followed by 
glucuronidation or sulphation is the major means of 
elimination.

Hydrocortisone (cortisol) and prednisolone bind 
to transcortin which has high affi nity but low capa-
city for these molecules, as well as albumin which 
has low affi nity but high capacity. As it is the free 
drug that determines biological effect, this results in 
non-linear pharmacokinetics and dynamics when 
higher dosages of these drugs are used. Transcortin is 
saturated by hydrocortisone or prednisolone at 
concentrations of approximately 400 µg/L. These 
concentrations are reached after administration of 
doses of hydrocortisone or prednisolone of greater 
than 20 mg. The normal endogenous production of 
cortisol is approximately 10 mg/day with a maxi-
mum adrenal stress response of approximately 
200–400 mg/day.

In contrast, methylprednisolone and dexametha-
sone bind only to albumin, not transcortin, and their 
kinetic and dynamics behave in a linear fashion. 
Low plasma albumin concentrations have been 
associated with adverse effects during prednisolone 
therapy and makes interpretation of adrenal gland 
responsiveness in patients with low albumin levels 
diffi cult, unless free concentrations of cortisol are 
measured [67].

Pharmacokinetic interactions with other drugs 
can reduce or increase drug concentrations and in-
teractions with other drug enzyme inducers has been 
associated with decreased graft survival. Inhibitors 
of cytochrome P450 (CYP) 3A4 decrease the clear-
ance of methylprednisolone and dexamethasone. 

Table 8.1 Basic properties of commonly used systemic corticosteroids.

 GC  MC  Duration 
Corticosteroid potency potency of action Comments

Hydrocortisone  1.0 1.0 Short Unwanted MC effects at high dosages

Prednisolone  4 0.8 Medium Most commonly used oral systemic corticosteroid

Methylprednisolone  5 0.5 Medium Better lung penetration compared with prednisolone

Dexamethasone 25 0 Long Negligible MC effects; good CNS penetration

CNS, central nervous system; GC, glucocorticoid; MC, mineralocorticoid.
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Dexamethasone is itself an inducer of CYP3A4 and 
can increase its own clearance at high doses. Other 
immunosuppressants also have potentially clinically 
important interactions [64,68].

Glucocorticoids exert their actions through a va-
riety of genomic and non-genomic effects. Genomic 
effects mediated through the monomeric or dimeric 
glucocorticoid receptor (GR) results in trans-activa-
tion, trans-repression, post-transcriptional, tran-
slational and post-translational effects. Genomic 
effects require hours or days for the end effect and it 
is estimated that 100–1000 genes may be up-regulat-
ed or down-regulated (Table 8.2). Important effects 
are mediated through activation of the glucocorti-
coid response elements as well as through repression 
of the transcription factors activator protein-1 (AP-
1) and NF-κB [65,66]. Non-genomic effects, which 
can manifest more quickly and which occur at high 
corticosteroid doses, may occur through GR or non-
GR mechanisms. They include phospholipase A2 in-
hibition through effects on annexin-1 (lipocortin-1), 
apoptosis and non-specifi c membrane effects.

The immune system effects of corticosteroids in-
clude modulation of antigen processing and presen-
tation, activation of macrophages and dendritic cells, 
effects on antigen recognition and activation of T 
cells, interference with T helper cell responses, 
inhibition of the production of pro-infl ammatory 
cytokines such as IL-1, IL-2, IL-6, IL-12, IFN-γ and 
TNF-α from various cells, down-regulation of adhe-
sion molecules and chemokine receptors, inhibition 
of rejection effector mechanisms, inhibition of cell 
migration and increased apoptosis.

With these vast array of effects, glucocorticoids 
would be a powerful method of ensuring adequate 
suppression of the immune and closely linked sys-
tems to deal with autoimmune diseases and trans-
plantation of allografts. However, at the high dosages 
needed, patients would suffer considerable and un-
acceptable adverse effects. These include massive 
weight gain, fat redistribution, glucose intolerance, 
diabetes mellitus, hypertension, dyslipidaemias, 
suppression of the hypothalamic-pituitary-adrenal 
axis, growth retardation in children, infection, reac-
tivation of latent infection, osteoporosis, avascular 
bone necrosis, skin thinning, gastrointestinal ulcers, 
cataract, glaucoma, myopathy and psychosis.

Regimens vary with condition but have been clas-
sifi ed in terms of daily prednisolone dosage as low 
(≤7.5 mg), medium (>7.5 but ≤30 mg), high (>30 but 
≤100 mg), very high (>100 mg) and pulse therapy 
(≥250 mg for 1 to a few days). Low, medium and high 
regimens are associated with <50%, 50–100% and 
100% GR saturation.

At modest doses twice a day, dosing is likely to pro-
duce desired immunosuppression at lower total dos-
age as recovery of some effects and even rebound 
recovery effects occur at less frequent dosing. This 
has been demonstrated for T helper cell suppression 

Table 8.2 Effects of glucocorticoids on gene transcription.

Increased transcription
Annesin-1 (lipocortin-1, phospholipase A2 inhibitor)
β2-adrenergic receptor
Secretory leucocyte inhibitory protein
Clara cell protein (CC10, phospholipase A2 inhibitor)
IL-1 receptor antagonist
IL-1R2 (decoy receptor)
IκBα (inhibitor of NF-κB)
IL-10 (indirectly)

Decreased transcription
Cytokines
IL-1–IL-6, IL-9, IL-11, IL-12, IL-13, IL-18, TNF-α, GM-CSF, SCF

Chemokines
IL-8, RANTES, MIP-1α, MCP-1, MCP-3, MCP-4, eotaxin

Adhesion molecules
ICAM-1, VCAM-1, e-selectin

Infl ammatory enzymes
Inducible nitric oxide synthetase
Inducible cyclo-oxygenase
Cytoplasmic phospholipase A2

Infl ammatory receptors
Tachykinin NK-1 receptors, NK-2 receptors
Bradykinin B2 receptors

Peptides
Endothelin-1

IL, interleukin; GM-CSF, granulocyte–macrophage colony-
stimulating factor; ICAM, intercellular adhesion molecule; 
MCP, monocyte chemoattractant protein; MIP, 
macrophage infl ammatory protein; NK, natural killer; SCF, 
stem-cell factor; TNF, tumour necrosis factor; VCAM, 
vascular cell adhesion molecule.
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where methylprednisolone improved immunosup-
pressive effi cacy with no increase in adverse effects 
other than suppression of endogenous cortisol 
production.

Pulse therapy has been used to treat a range of 
conditions, including transplant rejection, rapidly 
progressive glomerulonephritis, immune mediated 
diffuse alveolar haemorrhage, acute systemic lupus 
erythematosus (SLE) and myeloma. Common im-
munologically mediated diseases such as acute asth-
ma and rheumatoid disease are treated with low to 
moderate dosage systemic glucocorticoids.

Radiation
Total body radiation has been used prior to stem cell 
transplantation and is profoundly immunosuppres-
sive. It causes 80% of lymphocytes to undergo inter-
mitotic death, including B cells and T-cell progenitors. 
Radiation also impairs cell homing. This technique 
has also been used for Hodgkin’s disease, solid organ 
rejection and severe rheumatoid disease [61].

Small molecule drugs
Small molecule drugs encompass a variety of non-
protein agents that inhibit different parts of molecu-
lar processes that are required for full expression of 
immune recognition, activation, proliferation and 
effector mechanisms to cells that are recognized as 
non-self [61–63,68].

Antiproliferative and cytotoxic agents include 
cyclophosphamide, methotrexate, azathioprine and 
mycophenolate.

Cyclophosphamide
Cyclophosphamide is an alkylating agent that has 
been used for many years to reduce reliance on high 
dosages of corticosteroids for immunosuppression. It 
is used prior to stem cell transplantation and in the 
treatment of SLE and vasculitis. Unwanted effects 
include leucopenia, gonadal failure, haemorrhagic 
cystitis and signifi cant risk of future malignancy. In 
SLE, the addition of cyclophosphamide to glucocor-
ticoid regimens increased both short- and long-term 
adverse effects including mortality rates [63].

Methotrexate
Methotrexate, through its effects on folate metabo-

lism, kills proliferating cells. It has been used in a va-
riety of diseases including graft-versus-host disease, 
SLE, rheumatoid disease and psoriasis. Apart from 
expected haematological effects, monitoring to iden-
tify and prevent serious hepatic adverse effects is 
required. Unlike cyclophosphamide, methotrexate 
does not appear to be carcinogenic but it is 
teratogenic.

Azathioprine
Azathioprine is metabolized to 6-mercaptopurine, 
which is incorporated into DNA and results in killing 
of rapidly dividing cells such as lymphocytes and in-
testinal epithelium. Except in people with abnormal 
drug metabolism, standard doses cause immuno-
suppression without suppressing white cell counts. 
Nevertheless, its long-term use is associated 
with malignancies, bacterial and opportunistic 
infections.

Mycophenolate mofetil
Mycophenolate mofetil is an ester of mycophenolic 
acid that inhibits inosine monophosphate dehydro-
genase. It inhibits the guanosine nucleotide synthet-
ic pathway without incorporating into DNA. T and B 
lymphocytes are critically dependent on this path-
way in contrast to other cell lines which can use other 
pathways. It also down-regulates adhesion molecule 
expression on endothelial cells. Its main adverse 
effects are gastrointestinal (diarrhoea), neutropenia 
and mild anaemia. Therapeutic drug monitoring is 
not required, but may be helpful given the variability 
of oral absorption and propensity for drug 
interactions.

Calcineurin inhibitors
Ciclosporin was a major advance in immunosup-
pressant therapeutics, allowing greater use of corti-
costeroid-sparing regimens and also making need for 
pretransplant blood transfusion immune modula-
tion obsolete. Tacrolimus is a more potent calcineurin 
inhibitor that has been introduced to clinical practice 
recently. Both agents have limited and variable oral 
bioavailability, their elimination pathways are sub-
ject to induction and inhibition by other drugs and 
they have a narrow therapeutic window with signifi -
cant adverse effects. The intravenous dosage of these 
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calcineurin inhibitors is much less than the oral dos-
age and treatment for both agents is guided by thera-
peutic drug monitoring. Given similar effi cacy, drug 
choice may be determined by individual patient risk 
factors. Ciclosporin causes nephrotoxicity, hyper-
tension, hyperlipidaemia, post-transplant diabetes 
mellitus, neurotoxicity and aesthetic problems such 
as hirsutism and gum hyperplasia as well as haemo-
lytic-uraemic syndrome. Tacrolimus is associated 
with a higher incidence of post-transplant diabetes 
mellitus and neurotoxicity but a lower incidence of 
the other ciclosporin-induced problems listed 
above.

Target of rapamycin (mTOR) inhibitors
Sirolimus, and its sister drug, everolimus, inhibits 
mTOR and prevents IL-2 driven T-cell proliferation. 
In addition to its primary use as an immunosuppres-
sant, sirolimus is also used to prevent coronary re-
stenosis after stenting [1]. As its primary target differs 
from the calcineurin inhibitors, it can be used to 
complement these agents although the combination 
of tacrolimus with sirolimus is more nephrotoxic 
than the combination of tacrolimus with mycophe-
nolate. Its principal non-immune adverse effects in-
clude hyperlipidaemia, thrombocytopenia, delayed 
wound healing, mouth ulcers, pneumonitis and in-
terstitial lung disease.

Other small molecule 
immunosuppressants
FTY720 is a derivative of myriocin, a fungal product 
that is an antagonist for sphingosine-1-phosphate 
receptors. It results in enhanced homing of lym-
phocytes to lymphoid tissues and prevents their 
egress, with resulting lymphopenia. It causes nau-
sea, vomiting, diarrhoea, alterations of liver enzymes 
and fi rst-dose bradycardia. It is currently undergoing 
phase III clinical trials.

Depleting antibodies
Depleting antibodies destroy T or B cells, or both, and 
the release of cytokines after administration can pro-
duce severe adverse effects. These include polyclonal 
antithymocyte globulin, muromonab-CD3, alemtu-
zumab and rituximab.

Antithymocyte globulin
Antithymocyte globulin, obtained from immunizing 
horses or rabbits, produces profound and long-
lasting lymphopenia. This can leave the patient very 
vulnerable to immunodefi ciency complications as 
well as thrombocytopenia, cytokine-release syn-
drome and hypersensitivity reactions such as serum 
sickness.

Muromonab-CD3
Muromonab-CD3 is a mouse antibody against CD3 
and has been used for induction of immunosuppres-
sion in transplantation and to treat rejection epi-
sodes. Like antithymocyte globulin, it can cause a 
severe cytokine release syndrome and its use is 
associated with subsequent lymphoproliferative 
disorders including malignant lymphoma.

Alemtuzumab
Alemtuzumab is an anti-CD52 antibody and mas-
sively depletes lymphocytes, macrophages and NK 
cells. It is licensed for the treatment of chronic lym-
phocytic anaemia but has been used ‘off-label’ in 
transplantation.

Rituximab
Rituximab is an anti-CD20 antibody that depletes B 
cells and is licensed for use in B-cell lymphomas. 
Again it has been used ‘off-label’ as an adjunct to 
other immunosuppressives and because its target is 
more selective than some of the other depleting anti-
bodies, the associated adverse effects appear less.

Non-depleting antibodies and 
fusion proteins
These are drugs that reduce responsiveness of 
cells without destroying lymphoid populations and 
include daclizumab, basiliximab and belatacept 
(LEA29Y). Daclizumab and basiliximab are anti-
CD25 monoclonal antibodies that are used in trans-
plantation as part of an induction regimen. They 
cause little depletion of T cells and, in combination 
with calcineurin inhibitors, reduce rejection epi-
sodes by approximately one-third. Belatacept is a 
fusion protein combined with IgG. It prevents co-
stimulation of T cell CD28 molecules by B7 (CD80 
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and CD86) ligands on antigen presenting cells. 
Preventing this important co-stimulation offers the 
prospect of long-term use of non-depleting antibod-
ies to reduce the need for small molecule immuno-
suppressants such as the calcineurin inhibitors [69]. 
Further study of this and other agents is required to 
confi rm whether the considerable early promise of 
these approaches is effective and less toxic in the long 
term [70].

Intravenous immunoglobulin
Intravenous immunoglobulin (IVIG) is widely used 
as immune modulator in diseases such as Guillain–
Barré syndrome, myasthenia gravis, Kawasaki’s 
syndrome, ANCA-positive vasculitis, autoimmune 
uveitis and prevention of graft-versus-host disease 
in bone marrow transplantation, as well as a miscel-
lany of other conditions [71]. The mode of action is 
complex, involving functions of Fc receptors, inter-
ference with activation of complement and cytokine 
networks, through anti-idiotypic antibodies and 
through modulation of activation, differentiation 
and effector functions of T cells. Adverse effects occur 
in less than 5% of patients, most often including 
chills, headache, nausea, fatigue, myalgia, arthralgia 
and hypertension. Aseptic meningitis and acute 
renal failure are also well documented.

Rhesus antigens and anti-D
Polyclonal human IgG solutions containing an en-
riched fraction of antibodies against the D blood 
group have been given to suppress immune re-
s ponses of rhesus negative mothers with rhesus 
positive offspring [61]. This highly successful immu-
nological management policy has prevented many 
cases of haemolytic anaemia of the newborn or 
erythroblastosis fetalis.

Infection and malignancy 
following transplantation

Infection and late malignancy are problems of major 
concern to clinicians and patients. Immunosuppres-
sion predisposes patients to infection, especially 
when combined with breakdown of natural barriers 
following surgery or pre-bone marrow transplant 

‘conditioning’ with cytotoxic agents and subsequent 
mucositis. They include an increased incidence of in-
fections found in non-immunocompromised hosts 
such as bacterial urinary tract infections, as well as 
those most often found in immunocompromised in-
dividuals. Patients are at risk both from new infec-
tions and reactivation of old or latent infections 
[72–74]. Some immunosuppressive regimens re-
quire prophylaxis against likely pathogens such as 
the herpes viruses or Pneumocystis jerovecci [75]. In-
fection is a major barrier to xenotransplantation in 
humans [76].

Malignancy is another long-term risk of immuno-
suppressed patients that has been extensively stud-
ied [77,78]. Immunosuppressed allograft patients 
have a three- to fourfold increased risk of developing 
tumours. With the exception of lip and cutaneous 
malignancies, particular types of malignancy are 
associated with immunosuppression: lymphomas, 
lymphoproliferative disorders, Kaposis’s sarcoma, 
renal carcinoma, cervical carcinoma, hepatobiliary 
carcinomas, anogenital carcinomas and various 
other sarcomas [77]. Some of these tumours are 
associated with viruses such as Epstein–Barr virus, 
human herpes virus 8 and human papillomavirus 
[78]. Some tumours respond to reduction in immu-
nosuppression although immunosuppression itself 
does not fully account for the causal link between 
immunosuppressives and cancer. Ciclosporin in-
creases metastatic disease in laboratory animals 
devoid of an immune system and sirolimus can 
prevent tumours or cause them to regress in some 
circumstances [78]. Therapeutically, substitution of 
sirolimus for other immunosuppressive agents has 
been associated with remission of Kaposi’s sarcoma 
and this together with new approaches to immuno-
suppression gives some hope that the risks of cancer 
in these patients can be reduced in addition to im-
proved graft survival [70,78].

Conclusions

In summary, innate and adaptive immunity is essen-
tial for the survival of large multicellular organisms. 
These immune mechanisms may be subverted un-
intentionally by a variety of means during clinical 
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practice and these may be important for host survival 
in some circumstances. Intentional immuno-
suppression is required for those patients requiring 
allogeneic transplants or control of autoimmune dis-
eases. The goal is to refi ne immunosuppressive regi-
mens to maximize patient benefi ts while decreasing 
adverse effects and risks. Research and innovation 
continue.
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CHAPTER 9

Mechanisms of anaesthesia: a role for 
voltage-gated K channels?
Peter Århem, Kristoffer Sahlholm and Johanna Nilsson

Introduction

The mechanisms of how general anaesthetics induce 
unconsciousness are little known. This is surprising 
considering the fact that general anaesthesia was in-
troduced more than 150 years ago, when Crawford 
Long performed the fi rst surgical operation with 
ether anaesthesia [1].

The lack of knowledge concerning anaesthetic 
mechanisms pertains to all levels of brain organiza-
tion. At the macroscopic level, we have knowledge 
about a number of brain structures that are affected 
by general anaesthetics but we have little detailed 
knowledge about which structures are critical for 
anaesthesia. Similarly, at the mesoscopic level, we 
know how anaesthetics modulate cellular processes 
in a number of systems but not which modifi cations 
are critical. At the microscopic level, we know how 
anaesthetics phenomenologically affect membrane 
proteins, but not by which molecular mechanisms 
and not which membrane proteins are critically af-
fected. Consequently, we do not know how these 
interact to produce anaesthesia.

One of the problems complicating the determina-
tion of the anaesthetic mechanisms at all levels is 
the fact that anaesthetics form a very diverse chemi-
cal group. General anaesthetics comprise: chemi-
cally unrelated compounds such as nitrous oxide, 
diethyl ether, halogenated hydrocarbons, alcohols, 
barbiturates, and ketamine and propofol. Does this 
imply that anaesthesia is caused by many different 
mechanisms? It seems so, and consequently a 
unitary theory, once dominant, now appears 
obsolete.

The diffi culty in solving the general anaesthesia 
problem is highlighted by its close connection to the 
consciousness problem, one of the greatest chal-
lenges to human rationality. We do not know which 
brain structures cause conscious processes, which 
cellular activity is associated with experiencing or 
which physical brain processes correlate critically 
with mental activity.

The main aim of this chapter is to summarize 
briefl y some aspects of current knowledge about the 
function of general anaesthetics at different organi-
zation levels. In particular, we highlight the possible 
role of voltage-gated K channels as targets for 
anaesthetics.

Target brain structures  —  three 
principal theories

Which structures of the brain are critically affected 
by general anaesthetics? Which structures are criti-
cally associated with loss of consciousness? Three 
principal theories have come to dominate the fi eld. 
They differ in locating the critical structure to cortex, 
thalamus or to the reticular activating system. They 
all aim to explain the characteristics of cortical activi-
ty at the different steps of general anaesthesia as 
refl ected by electroencephalography (EEG): at the 
level of sedation, the paradoxical increase in power 
at all frequencies; at hypnosis, the occurrence of 
delta waves and the decrease in power at high fre-
quencies; and at anaesthesia, the emergence of burst 
suppression (i.e. irregular activity at low power 
interrupted by periods of silence). The changes in 
cortical activity are paralleled by changes in the 
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activity of thalamic intralaminar relay neurones; at 
sedation, tonic fi ring is transformed into burst activi-
ty, associated with increased Ca currents and induced 
Ca-activated K currents. The increased Ca current is 
assumed to be caused by a hyperpolarization of the 
relay neurones, resulting in a faster recovery from 
inactivation [2].

The changes in EEG during the time evolution of 
general anaesthesia are not uniform, with the ante-
rior and posterior parts of the cortex showing sepa-
rate modifi cations. John [3] summarizes the results 
from a long series of quantitative EEG studies of an-
aesthetic effects:
1 A general lowering of frequency over the whole 
cortex
2 A relative increase in the activity of anterior corti-
cal regions compared with posterior
3 An increased coherence between low frequency 
activity in frontal areas and an uncoupling between 
activity in anterior and posterior regions.

Both increased and decreased activity, as well as 
increased and decreased coherence, thus character-
izes anaesthetic-induced unconsciousness. From 
this we can conclude that neither simple suppression 
nor simple disruption of coherence explains general 
anaesthesia. Obviously, we have to search for more 
sophisticated theories.

Cortex theories assume that the observed effects are 
caused mainly by a direct effect on cortical neurones. 
This is supported by neocortical slice studies as well 
as simulation studies [4]. A major problem is that it 
has not been possible to record delta waves from iso-
lated neocortical slices.

Thalamus theories assume that the observed effects 
are caused by direct effects on thalamic intralaminar 
relay neurones. This implies that general anaesthet-
ics cause the observed tonic to bursting transition, in 
turn causing the observed cortical effects. How? Why 
are the relay neurones hyperpolarized? By direct 
activation of K channels in the relay neurones or by 
indirect inhibitory GABA activity? The thalamus 
theories are supported by the fact that experiments 
on neocortical slices including thalamic neurones 
show delta waves [2].

Reticular system theories assume direct effects on 
neurones in the reticular activating system, causing 

a switch-like transformation of the activity on both 
the thalamus and cortical level, much like sleep 
induction. This theory has little experimental sup-
port at present. Very little is known about direct 
effects on reticular activating system (RAS) neu-
rones. These theories derive their support from the 
similarity between general anaesthesia and sleep 
processes.

This series of principal theories also displays 
a gradual transformation from process-specifi c 
theories to neurone-specifi c theories. In cortical 
theories, the general anaesthetics are often assumed 
to simultaneously attack a large dynamic network 
of cells, while in RAS theories they are assumed 
to attack a smaller and more specifi ed neuronal 
target. Within the framework of all these theories, 
we fi nd two competing ideas: one of direct sup-
pression and the other of disrupting coherence 
[5]. Presumably, the fi nal theory of general anaes-
thesia will make use of a combination of these 
ideas.

These questions refl ect closely related problems 
in the discussion on the neuronal correlate of con-
sciousness. Here we can also separate two sorts of 
theories. Either consciousness depends on activity in 
specifi c groups of neurones, or it depends on specifi c 
processes in unspecifi ed neurones in a larger 
dynamic population. Roughly speaking, the view of 
Crick and Koch [6] can be classifi ed as neurone-
specifi c. They search for specifi c awareness neu-
rones, possibly characterized by a tendency to fi re 
bursts synchronously, and possibly distributed in 
cortex (the lower layers), thalamus and the limbic 
system. Equally roughly speaking, we can classify 
the attempts by Tononi and Edelman [7] as process-
specifi c. These workers look for a specifi c form of ac-
tivity in cortical neurones that forms a coherent but 
variable dynamic core as the correlate to conscious-
ness. Similar ideas have been presented in terms of 
adaptive resonance, interneural synchrony, coher-
ent oscillations and temporal coherence. Consider-
ing the different arguments used in the debate, we 
fi nd the most likely solution to be a combination of 
the two main theories: consciousness depends on 
specifi c coherent activity in a specifi c population of 
cortical neurones. Similarly, we fi nd the most likely 
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explanation of anaesthesia to be an anaesthetic-
induced modifi cation of specifi c coherent activity in 
specifi c neurones; different neurones for different 
anaesthetics. Note, however, that the neurones di-
rectly involved in consciousness need not necessarily 
be the neurones directly affected by general 
anaesthetics.

Molecular effects  —  the dominant 
theories are focused on ion channels

We now consider the molecular mechanism of an-
aesthesia. Of the different organization level ap-
proaches to the problem of anaesthesia, the 
molecular level approach has probably been the 
most fertile so far. A number of investigations have 
described effects of general anaesthetics in molecu-
lar detail [8].

The fi rst, more detailed molecular theory was 
advanced by Charles Ernest Overton in his classic 
Studien über die Narkose 1901. In this classic work he 
demonstrates the correlation between anaesthetic 
effect and lipid solubility, measured as distribution 
coeffi cient in water–alcohol. Over the years, howev-
er, the Overton lipid theory lost ground to theories 
assuming proteins to be the critical targets. Today, 
protein theories focus on ion channels [8].

Which anaesthetic-induced ion channel modi-
fi cations are critical in causing anaesthesia? The 
dominant theories are focused on two ligand-gated 
channels: γ-aminobutyric acid (GABA) and N-
methyl-D-aspartate (NMDA) channels. Voltage-
activated channels have also been suggested as 
main targets. However, the problem is not to demon-
strate that anaesthetics affect channels, but to 
demonstrate which effects are critical in causing 
anaesthesia.

At the centre of the debate is the ionotropic GABAA 
channel. In most scenarios, the anaesthetics are 
assumed to activate GABAA channels in thalamic 
neurones, which leads to hyperpolarization and de-
creased activity in postsynaptic cortical cells [9]. This 
is in accordance with the suppression idea. Mihic et 
al. [10] have, by clever use of chimeric constructs, lo-
calized the binding sites for volatile anaesthetics on 
the GABAA channel. But is this mechanism general-

izable and does it also apply to other anaesthetics? 
Other than some investigations on alcohol effects, 
we have little further information.

Another infl uential theory calls attention to the 
NMDA channel as the critical target for general an-
aesthetics [11]. The NMDA channel has a unique po-
sition among channels in necessitating a dual action 
of both ligand (glutamate) and voltage to open. This 
means that NMDA channels can function as coinci-
dence detectors and act in associative networks. In 
accordance with this view, ketamine acts as a specifi c 
NMDA channel blocker. But what about other gen-
eral anaesthetics? Do they block NMDA channels 
specifi cally? Under all circumstances, Flohr [11] ar-
gues that ultimately all general anaesthetics directly 
or indirectly inhibit NMDA currents and thereby 
some aspects of neuronal activity, essential for 
consciousness.

Recently, a subfamily of K channels has come into 
focus as critical target for anaesthetic action. Both 
enhancement and block of certain two-pore loop 
K channels have been reported at relatively 
low concentrations of various volatile anaesthetics 
[2,12,13]. This might explain the remarkable 
anaesthetic-induced enhancement of leak current 
in specifi c neurones of the snail Lymnea stagnalis. 
Another case of anaesthetic-induced effects on a 
background channel is the block of fl icker channels 
in myelinated axons at low concentrations of 
local anaesthetics [14]; but the picture is still 
fragmentary.

Kv channels  —  a novel target for 
general anaesthetics

Here we explore the role of yet another channel fam-
ily in general anaesthesia, voltage-gated K channels 
(Kv). Most general anaesthetics have been shown 
also to block voltage-gated channels, but as a rule 
they have been assumed to act at higher concentra-
tions than those blocking GABAA and NMDA chan-
nels [8]. However, a number of investigations have 
shown that both volatile and intravenous anaesthet-
ics affect voltage-gated channels, including Kv chan-
nels, at clinically used concentrations, implying that 
they in some cases affect Kv channels at the same 
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concentration as they affect GABAA channels 
[15–17]. That Kv channels are critically involved in 
anaesthesia has been clear long since; the Shaker 
channel is named after the Drosophila mutant, which 
under ether narcosis shows shaking movements 
[18]. The Shaker mutant was shown to lack the 
Shaker channel. The neural activity under ether nar-
cosis evidently depends on the occurrence of Kv 
channels in neurones. But how channel specifi c are 
the effects? Can we fi nd specifi c ultrasensitive volt-
age-gated channels? A growing number of studies 
suggest that this may be the case [19].

Voltage-gated channels and their close relatives 
form the third largest superfamily of signal-
transduction proteins, only outnumbered by G-
protein-coupled receptors and protein kinases, and 
comprise 143 members in the human genome [20]. 
Of these, K channels form a 88-member main body, 
including the classic voltage-gated (Kv) and the 
mentioned two-pore loop (K2p; 15 members in 15 
subfamilies) channels [20].

The human Kv family has 40 members, classifi ed 
into 12 subfamilies. The classic voltage-gated K chan-
nels belong to four subfamilies, Kv1–Kv4, compris-
ing delayed rectifi ers and inactivating channels 
(associated with A-type K current). These four sub-
families form the mammalian counterparts to the 
well-studied Drosophila K channels Shaker, Shab, 
Shaw and Shal. Kv5–Kv9 comprise subunits that 
form non-functional homotetramers, but function 
as regulators in Kv2 heterotetramers. Kv10–Kv12 
are channels that are voltage-dependent but also 
regulated by cyclic nucleotides. Kv10–Kv12 are the 
mammalian counterparts to the Drosophila ether-a-
go-go channels.

These channels regulate the resting potential and 
sculpture the fi ring patterns of activated neurones, 
two features essential in all molecular theories of an-
aesthesia. Assuming that disruption of coherence 
has a role in general anaesthesia, it is not surprising 
that K channels have come into focus as targets for 
general anaesthetics.

The molecular structure of Kv channels is better 
known than the structure of any other channel, and 
one bacterial Kv channel has recently been crystal-
lized and partly structurally determined [21]. To 
understand the molecular mechanism of general an-

aesthetic action on Kv channels it is of some interest 
to review briefl y the molecular structure of a Kv 
channel as we know it today. Kv channels are com-
posed of four similar or identical subunits, symmetri-
cally arranged around a central ion-conducting pore. 
These subunits consist of assemblies of six trans-
membrane α helices, S1–S6, where S1–S4 form a 
voltage-sensing domain, and S5 and S6 an ion-
conducting pore domain (Fig. 9.1a). The outer por-
tion of the pore domain forms a selectivity fi lter  —  a 
narrow pathway that determines which ion will 
pass. At the intracellular part of the pore, the four S6s 
form an inner vestibule, at the internal end limited 
by a narrow passage (a gate) that can open up when 
the channel is activated (Fig. 9.1b).

Role of Kv channels in normally 
functioning brain
Because of the diversity of the Kv channel family, the 
role of Kv channels in normally functioning brain is 

Voltage sensing domain

S1 S2 S3 S4 S5 S6

(a)

(b)

Pore domain

Figure 9.1 Structure of Kv channels. (a) The 
transmembrane topology of a subunit. The fi rst four 
transmembrane segments (S1–S4) form the voltage 
sensing domain and the last two the pore domain. (b) Side 
view of a channel, comprising two subunits. The pore 
region (represented by KcsA [47]) shows the selectivity 
fi lter and the internal vestibule.
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highly complex. The importance of a specifi c chan-
nel relates to its specifi c kinetics, its specifi c distribu-
tion in the brain and its specifi c distribution on the 
neuronal surface. Although our knowledge is still 
fragmentary, something of a consensus view is avail-
able both for the kinetics of Kv channels and for the 
distribution of Kv channels, at least in hippocampus 
neurones. We therefore summarize briefl y what is 
known about the localization of Kv channels in hip-
pocampal neurones and the expected functional rel-
evance. For simplicity, we here focus on the four 
‘classic’ types of Kv channels, the members of the 
Kv1–Kv4 subfamilies.

The Kv1 subfamily
The Kv1 subfamily is the most diverse of the Kv sub-
families, comprising eight members. Kv1 homote-
tramers are mainly delayed rectifi ers; the Kv1.4 
homotetramer being an exception in forming rapidly 
inactivating channels. Kv1.4 also confers its inacti-
vation capacity to heterotetramers, as do several ac-
cessory β subunits. In hippocampus, the Kv channels 
are mainly heteromeric, forming two main groups: 
one consisting of Kv1.1–Kv1.4 channels and another 
of Kv1.1–Kv1.2 channels [22]. Kv1.1, 1.2 and 1.4 
subunits are mainly located axonally, thus being in 
the position to regulate transmitter release [23]. Spe-
cifi cally, Kv1.4 has been assumed to be involved in 
synaptic frequency facilitation [24]. Kv1.1 knockout 
experiments suggest relatively small effects at the 
neuronal level [25]. In a study of the effects of trun-
cating the Kv1.1 channel on neuronal activity, we 
found that the mutation induced increased fi ring fre-
quencies in interneurones (mossy cells in the den-
tate gyrus) [26]. At the system level, the situation is 
more diffi cult to review. Knockout experiments 
show that eliminating Kv1.1 causes epilepsy, refl ect-
ed as strong low-frequency oscillations of the electric 
fi eld in cortex [25,26].

The Kv2 subfamily
The Kv2 subfamily is a small two-member subfamily, 
both members displaying slow delayed rectifi er 
properties. Kv2.1 has been located to the soma 
and proximal dendrites in hippocampal principal 
neurones [27]. Antisense-knockdown experiments 
suggest that Kv2.1 expression is necessary for 

action potential repolarization during high-frequen-
cy (1 Hz) stimulation, but not during low-frequency 
(0.2 Hz) stimulation in cultured CA1 pyramidal 
neurones. Additionally, Kv2.1 conductance has 
been shown to affect dendritic Ca2+ infl ux, suggest-
ing a role for Kv2.1 in synaptic plasticity [28]. In sum-
mary, Kv2.1 seems to support high frequency fi ring 
at a cellular level. The implications of this at the sys-
tem level are still unclear.

The Kv3 subfamily
The Kv3 subfamily comprises four members, Kv3.1 
and Kv3.2 forming homotetrameric delayed 
rectifi ers, and Kv3.3 and Kv3.4 forming inactivating 
homotetramers. Kv3.4 imparts its inactivation ca-
pacity to heterotetramers [29]. The steady-state acti-
vation–voltage curves of homomeric Kv3 channels, 
independent of expression system, are all shifted 
rightwards compared to those of other Kv channels, 
implying that Kv3 channels deactivate much faster 
than other Kv channels [30]. This capacity suggests 
that Kv3 has a role in fast-spiking neurones, a 
hypothesis supported by experimental evidence 
[27,31]. Kv3 channels are less restricted with refer-
ence to its localization than the other Kv channels, in 
hippocampus being located in proximal dendrites, 
soma, axons and terminals of preferentially in-
terneurones [27,29]. At the system level, knockout 
experiments suggest that Kv3 channels paradoxi-
cally keep the frequency of electrical fi eld fl uctua-
tions in cortex down. Kv3 knockout experiments 
with mice resulted in increased gamma and de-
creased delta frequencies on EEG [32].

The Kv4 subfamily
The Kv4 subfamily comprises three members, all 
forming rapidly inactivating channels. Kv4 channels 
activate already at subthreshold potentials, and re-
cover very fast from inactivation upon repolarization 
[33]. Kv4.2 and Kv4.3 are expressed in dendrites of 
hippocampal principal neurones [23], and are pre-
sumed to regulate action potential back-propagation 
and Ca2+-infl ux in dendrites, thus possibly having a 
role in associative long-term potentiation [34,35]. 
They favour low-frequency, regularly spiking activ-
ity; the subthreshold activation attenuating action 
potential initiation [27]. The role of Kv4 channels at 
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the system level is much less studied, but it is not dif-
fi cult to conceive the synaptic gatekeeper role as 
fundamental at higher organization levels.

In summary, the four major subfamilies of voltage-
gated channels seem to serve several basic functions. 
At a cellular level, Kv2 and Kv3 channels seem in-
volved in high-frequency fi ring, while Kv1 and Kv4 
may have more of a dampening effect on neural ac-
tivity. At a system level, the picture is less clear be-
cause of the highly non-linear relationship between 
individual cell fi ring and fl uctuations in the cortical 
mean fi eld. Elimination of Kv1 results in strong 
low-frequency fi eld oscillations (i.e. epilepsy), while 
elimination of Kv3 results in increased high-
frequency (gamma band) activity.

General anaesthetics affect different Kv 
channels differently
Against this background of growing knowledge 
about species-specifi c roles of Kv channels for cellu-
lar and system level function, we ask how general 
anaesthetics affect the different Kv channels. It is 
clear that the picture is complex. Reported effects of 
inhalational and intravenous anaesthetics on Kv 
channels include both activation and block, as well 
as modifi ed voltage dependence, refl ected in bidirec-
tional shifts of activation and inactivation curves. 
Thus, halothane and chloroform in clinical doses 
decrease the open probability of Shaker channels, 
while isofl urane increases the open probability [15]. 
We have similarly described a barbiturate-induced 
increase in Kv currents, although only at high poten-
tials [36]. However, there are few comparative stud-
ies on the sensitivity of different Kv channels. In a 
few cases, a specifi c Kv channel has been suggested 
to be especially sensitive, even being identifi ed as the 
main target for general anaesthetics. Covarrubias 
and Rubin [37] argue that Shaw channels are much 
more sensitive to volatile anaesthetics than are 
Shaker, Shal, Kv1 and Kv3.4 channels.

To obtain information on Kv species sensitivity for 
general anaesthetics, we analysed effects of intra-
venous anaesthetics on Kv1, Kv2 and Kv3 channels, 
expressed in Xenopus oocytes. The results show that 
Kv2.1 channels are more sensitive to propofol and 
ketamine (three- to 10-fold) than are Kv1.2 and 

Kv3.2 [38]. Furthermore, the mechanism of action 
on Kv2.1 differs between the anaesthetics. Ketamine 
seems to block all channels in an open-state depend-
ent manner. This is refl ected in a leftward shift of the 
steady-state activation curve. Propofol seems to 
block Kv2.1 preferentially in the closed state, refl ect-
ed in the rightward shift of the activation curve. The 
binding seems to depend critically on the S5–S6 (ket-
amine) and the S4–S5 (propofol) linker, respectively 
[39]. Furthermore, the mechanism of action seems 
to differ for the different channels; propofol modifi es 
the activation in a voltage-dependent way in Kv1.2, 
causing the channel to open at low voltages. Similar 
effects have been reported for local anaesthetics on 
dorsal root ganglion cells [40]. Other results have 
been found for other Kv channels [41,42].

A block of K channel activity is generally assumed 
to increase the excitability of the affected neurone, 
while an increase is assumed to cause the reverse ef-
fect. Assuming a general suppression theory as an 
explanation of general anaesthesia, we would there-
fore expect a facilitating effect of general anaesthet-
ics on Kv channels. However, most reported effects 
are inhibitions. As shown below, this does not neces-
sarily mean an increased excitability. The mecha-
nism of blocking the channel is essential.

Summarizing the results of these and other stud-
ies, general anaesthetics show channel-specifi c and 
mechanism-specifi c effects on Kv channels. Our 
studies suggest that Kv2.1 channels are especially 
sensitive. Kv2.1 seems to confer fast spiking capacity 
to neurones, suggesting that general anaesthetic 
block of Kv2.1 might decrease the fi ring frequency in 
some neurones. What that means at the system level 
of neural activity is poorly understood. The fi nding 
that Kv3-like channels also seem highly sensitive, 
falls in a similar explanatory pattern [19].

Specifi c blocking of channels can 
cause a transition of fi ring patterns

One way to investigate the effects on neuroneal and 
neural activity of blocking specifi c channels is to use 
mathematical models. Figure 9.2 shows model simu-
lations based on recordings from an interneurone in 
hippocampus [43]. This type of neurone shows sev-
eral interesting features, such as graded action po-
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tentials and spontaneous activity induced by single 
channel openings [44]. Figure 9.2 shows the time 
evolution of the oscillatory behaviour at different 
stimulation intensities for a model neurone with 
normal Na and K channel densities (Fig. 9.2a) and 
with 75% of both channel types blocked (Fig. 9.2b). 
As seen, the block forces the oscillatory activity into 
damped responses at high stimulation levels without 
eliminating the excitability per se. The frequency 
increases continuously with increased stimulation 
intensity until it reaches a saturation value of ap-
proximately 100 Hz.

Using stability analysis [45] we can investigate the 
effect of blocking the Kv channels in further detail. 
Such an analysis shows that by continuously increas-
ing the block of Kv, the fi ring of a certain model neu-
rone passes through distinct patterns, described by 
different mathematical characteristics (Fig. 9.3): 
Hopf-bifurcations imply that the oscillations start 
immediately with non-zero frequency at the thresh-
old, and saddle-node bifurcations implying that the 
oscillations start with very low frequency when 
stimulation reaches the threshold level [46]. The 
consequences of these subtle changes in fi ring pat-
terns for the network activity are being explored at 
present.

General anaesthetics comprise compounds of 
great structural and functional diversity, including 
anaesthetics blocking voltage-gated channels selec-

tively. Thus, the discussed theoretical cases should 
be demonstrated experimentally. Furthermore, and 
as discussed below, the blocking mechanism per se 
(i.e. whether it is state-dependent or independent) 
can be shown to be of importance for modifying the 
dynamic behaviour of the cell.

Different blocking 
mechanisms modify the fi ring 
patterns differently

Blocking mechanisms have been studied extensively 
[18]. Since the recent structural breakthroughs 
[21,47], the block of Kv channels have come into 
focus. We have thus analysed effects of local anaes-
thetics in molecular [38] and atomic (using molecu-
lar dynamic) simulations [48]. Summarizing these 
and other studies, we can broadly classify the block 
of Kv channels in either open state dependent or 
state independent mechanisms.
Taking the kinetics of the Kv channel in the interneu-
rone model described above as point of departure 
[43]:

Control(a)

0 100
Time (ms)

200 300 0 100
Time (ms)

200 300

(b) Blocked (75%)

Figure 9.2 Blocking Na and K channels modifi es the 
oscillatory behaviour. Simulation of the voltage response 
to constant stimulation levels (7, 11, 15, 19 and 23 pA) in a 
model neurone, described by Johansson and Århem [43]. 
(a) The control situation, assuming a 20-fold higher 
channel density than in the experimentally studied small-
sized hippocampal interneurones. (b) The effect of 
blocking 75% of the channels.

A
5
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0
0 1 10 20

PNa
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C

Figure 9.3 The channel-dependent oscillatory behaviour 
can be classifi ed in three distinct types. The model neurone 
in Fig. 9.2 is capable of oscillatory activity in area A, B and 
C at some level of stimulation. Areas A and B represent an 
oscillatory activity that starts abruptly with relatively high 
frequency at threshold stimulation, while area C 
represents an activity that starts continuously with low 
frequencies. Mathematically, area B represents Hopf 
bifurcation behaviour and area C saddle-node bifurcation 
behaviour.
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C ↔ C ↔ O Scheme 1

an open state dependent block is described by:

C ↔ C ↔ O Scheme 2

 �
 B

while the kinetics of a state independent block is de-
scribed by:

C ↔ C ↔ O Scheme 3

� � �
B ↔ B ↔ B

Figure 9.4 shows how the fi ring pattern of these 
two basic types of Kv channel block modifi es the fi r-
ing patterns differently, even assuming the same 
affi nity. It shows simulations of the same model in-
terneurone as in Figures 9. 2 and 9.3, with the K 

channels selectively blocked state dependently ac-
cording to Scheme 2 (middle panel) and state inde-
pendently according to Scheme 3 (lower panel). In 
both cases, a steady-state block of 50% was assumed. 
As seen, the state independent block increases and 
the state dependent block decreases the frequency of 
the oscillations. The reason for the differential result 
is that the state independent block shortens the re-
covery time and poises the membrane at a level close 
to threshold while the state dependent block induces 
a longer recovery time because of a ‘foot-in-the-
door’ effect. The two types of mechanism thus 
theoretically disrupt oscillatory activity in different 
ways.

In summary, general anaesthetics act through a 
variety of mechanisms, including different forms of 
state independent and state dependent block. Con-
sidering the accumulating evidence for an essential 
role of voltage-gated channels in anaesthesia, the 
simulation data presented here may explain some 
aspects of the varying profi les of anaesthesia induced 
by different anaesthetics.

Conclusions

What conclusions can be drawn from these studies of 
general anaesthetic effects on Kv channels? A key 
problem that has fi rst to be rectifi ed is whether the 
reported effects occur at relevant concentrations. 
How should we understand the fact that many, but 
not all [15–17], IC50 values (concentration at which 
the current is reduced 50%) reported for Kv chan-
nels are higher than the clinical concentrations? 
There are several explanations. Many reports are 
based on effects on channels expressed in oocytes, a 
methodology known to require 100-fold higher con-
centrations than for the same channels expressed in 
other cells. Simulations with model neurones show 
that effects on the fi ring pattern are evident at up to 
100-fold lower concentration than the IC50 values. 
Also,  we should remember that there are an increas-
ing number of investigations reporting effects on Kv 
channels at clinical concentrations (e.g. chloroform 
[15]). Taken together, this suggests that effects on Kv 
channels in many cases are expected to contribute to 
general anaesthesia. The degree of action probably 

0.0 0.1 0.2 0.3 0.4 0.5 0.6

Time (s)

Figure 9.4 Different blocking mechanisms cause different 
modifi cations of oscillatory behaviour. Simulation of the 
same model neurone as in Fig. 9.2 at a stimulation level of 
7 pA. Upper panel shows the control situation; the middle 
panel the effect of blocking 50% of the K channels state 
dependently (Scheme 2); and the lower panel the effect of 
blocking 50% of the K channels state independently 
(Scheme 3).
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depends on the specifi c general anaesthetic. Thus, 
it is not unreasonable to expect an increasing interest 
in K channel theories of anaesthesia in the near 
future.

Concerning the system level theories, the frag-
mentary data presented above suggest at least a tha-
lamus dependent mechanism; general anaesthetics 
directly or indirectly hyperpolarize neurones in tha-
lamo-cortical loops, and thereby disrupt coherent 
oscillatory activity in the cortex. However, the ex-
planatory gaps are obvious. The importance of an 
integrated approach is forced upon us. The computa-
tional cases presented above are illustrative; subtle 
changes at the ion channel level cause drastic differ-
ences in the activity at the cellular level.

The problem of understanding the mechanisms of 
anaesthesia is closely related to the problem of deter-
mining the neural correlate of consciousness. Possi-
bly, consciousness is a case of degeneracy, as discussed 
by Edelman and Gally [49]. Consciousness is, ac-
cording to this view, caused by many interacting 
mechanisms, each in itself or in interaction with 
other mechanisms suffi cient to create consciousness. 
Is it the degenerate character of the neural mecha-
nisms causing consciousness that is the reason for 
the diffi culties in defi ning its neuronal correlate?

The remarkable fact that such structurally differ-
ent compounds cause anaesthesia suggests that an-
aesthesia can also be a case of degeneracy (i.e. that 
there are many interconnected ways for anaesthetics 
to cause unconsciousness) [50]. This could suggest 
that unconsciousness, possibly like sleep, is an evo-
lutionary adaptive phenomenon. Populations of ani-
mals with brains that easily switch from conscious to 
unconscious states have survival advantages com-
pared with populations with more robust brains that 
resist unconsciousness. Such a view opens up new 
approaches in understanding the anaesthesia prob-
lem (including constructing novel general anaes-
thetics), but also, perhaps, the classic problem of 
consciousness.
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CHAPTER 10

Use and abuse of antibiotics
Jeremy Cohen and Jeffrey Lipman

Introduction

It is an unusual patient who stays for any length of 
time in an intensive care unit (ICU) without at least 
one course of broad-spectrum antibiotic treatment. 
While the clinical benefi ts of appropriate and timely 
antimicrobial therapy should not be under estimated, 
their widespread use has been associated with a 
number of adverse consequences, not the least of 
which is the propagation of highly resistant organ-
isms. In this chapter we discuss important aspects of 
the evidence base for antibiotic prescribing practice 
in the critical care environment, in particular the 
issues of appropriate prescribing, duration of antibi-
otic therapy and the controversies surrounding dos-
ing and spectrum of cover. At the same time we hope 
to discourage the inappropriate use of these drugs.

Epidemiology

The increasing use of antibiotics on ICUs is partly 
driven by an increase in the incidence and awareness 
of sepsis. In 1990, the Centers for Disease Control 
estimated the annual incidence of septicaemia in 
the USA at 450 000 and that the condition was re-
sponsible for more than 100 000 deaths [1]. While 
there have been a number of studies defi ning the 
incidence of severe sepsis in patients treated in 
ICUs, less is known about the population incidence 
of severe sepsis. Studies in ICUs suggest that 11–15% 
of patients admitted to ICUs have, or develop, severe 
sepsis [2–4], and recent studies suggest the mortality 
rate for patients with severe sepsis treated in ICUs 
varies between 30 and 60% [2–5]. Martin et al. [6], 
using ICD9-CM codes, found the incidence of sepsis 
increased from 0.83 cases per 1000 population in 

1979 to 2.40 cases per 1000 population in 2000. 
In 1995–2000, 33.6% of patients with sepsis also 
had organ failure, suggesting an incidence of severe 
sepsis in 2000 of 0.81 per 1000 population. In con-
trast, Angus et al. [5] examined the incidence of 
severe sepsis using a database constructed from the 
1995 hospital discharge databases of seven US states. 
They used different ICD9-CM codes to separately 
identify infection and organ dysfunction and esti-
mated the incidence of severe sepsis at 3.0 cases per 
1000 of population. The study further estimated that 
severe sepsis is responsible for 215 000 deaths per 
annum in the USA [5]. Thus, two recent studies 
using similar methodology have produced quite 
different estimates for the incidence of severe sepsis 
in the USA.

The Australian and New Zealand Intensive Care 
Society Clinical Trials Group (ANZICS CTG) investi-
gated the epidemiology of sepsis in 2004. Examining 
23 ICUs from 21 hospitals in Australia and New 
Zealand they were able to estimate a population 
incidence of 0.7 per 1000, and an ICU incidence of 
severe sepsis of 11.8 patients per 100 [7]. These data 
fall within the lower range of the estimates from 
the USA, but compares well with data from 99 Italian 
units suggesting a rate of 11.6 per 100 ICU admis-
sions [4]. Data from the UK gives a higher rate 
of 27.1% of admissions fulfi lling severe sepsis 
criteria [8].

Thus, severe sepsis continues to be a signifi cant 
problem in intensive care, contributing heavily to 
mortality and prolonged hospital stays. The rapid 
development of highly resistant bacteria, coupled 
with the decrease in development of novel antibiot-
ics means the threat of untreatable nosocomial infec-
tions is becoming more real. The remaining weapons 
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in our antibiotic arsenal must be used wisely (Table 
10.1).

Early and appropriate use 
of antibiotics

There is now a signifi cant body of evidence that 
suggests early, appropriate antibiotic use decreases 
mortality in critically ill patients.

Examining ventilator-associated pneumonia 
(VAP), Rello et al. [9] determined that inadequate in-
itial therapy was associated with a related mortality 
of 37% versus 15.4% in patients receiving appropri-
ate initial antibiotic cover (P < 0.05) [9]. In a study of 
132 mechanically ventilated patients, Luna et al. [10] 
demonstrated that in patients who received inade-
quate treatment, as determined by bronchoalveolar 
lavage (BAL) fl uid culture, mortality was 91%, com-
pared with 38% in the adequately treated group. 
Late change to adequate therapy did not improve the 
mortality rate, suggesting that early treatment was a 
key factor. Similarly, a study from Spain demon-
strated an attributable mortality of 24.7% in patients 
with VAP managed initially with inadequate anti-
biotics, compared with 16.2% in those whom the 
initial treatment was adequate [11].

Garnacho-Montero et al. [12] examined 406 
patients who were admitted to ICU with a diagnosis 
of sepsis, and determined that the risk of death in 
medical patients receiving initial inadequate anti-

microbial cover was eight times higher than in those 
receiving adequate cover. Data from Kollef et al. [13] 
demonstrated a higher in-hospital mortality for ICU 
patients receiving initial adequate antimicrobial 
treatment (42% versus 17.7%). Examining patients 
with blood stream infections, adequate empirical an-
tibiotic selection was found to be the most important 
factor for survival, reducing mortality to 51.7% from 
79.4% in the fi rst 48 hours [14]. Similar data from 
Ibrahim et al. [15] demonstrated a reduction in mor-
tality from 62% to 28% in the hospital mortality rate 
of patients with documented bacteraemia.

MacArthur et al. [16] and Harbarth et al. [17] retro-
spectively looked at ‘adequate’ or ‘inadequate’ anti-
biotic therapy in two large (2614 and 900 patients, 
respectively) multicentred negative mediator trials. 
MacArthur et al. [16] showed a 10% absolute crude 
mortality difference between the two groups. 
Harbarth et al. [17] showed a 15% decrease in 28-day 
mortality.

These data are all highly suggestive that early cor-
rect antibiotic treatment may have a greater impact 
on mortality than therapies such as activated protein 
C (APC), low tidal volume ventilation or tight glu-
cose control.

Accurate diagnosis of infection

Rational use of antibiotics is based upon accurate 
diagnosis of infection. Blood cultures may often 

Table 10.1 Antibiotics commonly underdosed.

 Drug Recommended i.v. dose

Quinolones Ciprofl oxacin 400 mg q. 8 h
 Levofl oxacin 750 mg once a day

Aminoglycosides Gentamicin/tobramycin 7 mg/kg once a day
 Amikacin 20 mg/kg once a day

Glycopeptides Vancomycin 30 mg/kg/day or more in divided doses (q. 6 h or q. 12 h)

Carbapenems Meropenem 3 g/day in divided doses (q. 6 h or q. 8 h)

Βeta-lactams Piperacillin/tazobactam 4.5 g q. 6 h
 Cefepime/cefpirome 2 g q. 8 h
 Ceftriaxone 2 g/day or more in divided doses (q. 8 h or q. 12 h)

Note: these doses are for an adult with normal renal function.
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be negative in septic patients, and distinguishing 
between an infecting organism and one that is sim-
ply colonizing can be diffi cult. The ubiquitous sys-
temic infl ammatory response syndrome (SIRS) 
response makes interpretation of clinical signs com-
plex, and proof of bacterial growth does not equate 
to proof of infection. There is therefore intense inter-
est in biochemical markers specifi c for sepsis.

Procalcitonin
Current interest has focused upon the use of 
pro calcitonin (PCT), a 116 amino-acid precursor of 
calcitonin. It is probably produced primarily in liver 
and undergoes cleavage in thyroid, lung and pan-
creas [18,19]. The most potent inducer of PCT is 
the lipopolysaccharide of cell walls of Gram-negative 
bacteria. After a bacterial stimulus the levels of 
PCT start to increase at about the 3–4 hour mark, 
with a peak level reached at 6 hours. PCT is degraded 
by specifi c proteases and has a half-life of 25–30 
hours [18,19]. A similar stimulus produces a later 
rise in C-reactive protein (CRP) at approximately 
12–18 hours after the bacterial challenge [18,19]. 
Normal levels of PCT are <0.1 ng/mL and levels of 
>1000 ng/mL have been documented in some bacte-
rial infections. To diagnose bacterial infections vari-
ous cut-off levels have been quoted: anything 
between 0.2 and 5 ng/mL. However, while the 
most potent stimulus for PCT production may be 
Gram-negative sepsis, PCT is part of the innate 
immune response to many stimuli [19]. It is there-
fore not surprising that Carrol et al. [18] came to the 
conclusion that PCT is ‘A tool that should comple-
ment th orough clinical assessment, good clinical 
acumen and judgment  .  .  .  and cannot and should 
not be used alone to determine appropriate treat-
ment’. Still another recent analysis by Gattas and 
Cook [20] asked the question, ‘Can PCT accurately 
distinguish sepsis in patients with systemic infl am-
matory response syndrome (SIRS) who have a sus-
pected infection?’ They too came to the conclusion 
that PCT could not. It has poor sensitivity and specifi -
city for the diagnosis of bacterial infections, and there 
are no consistent cut-off levels. However, when PCT 
levels are very high there seems to be no doubt that 
there is a bacterial infection present, and falling 
levels over time seem to correlate with patient 
improvement.

Thus, while PCT is a better marker of sepsis than 
CRP, its specifi city and sensitivity is less than ideal. 
The place of PCT in clinical practice is still debatable 
and its use to guide antibiotic therapy, either institu-
tion thereof or stoppage, while tempting, is presently 
still premature on the available data. Nevertheless, 
PCT is currently still our best hope for the future 
ability to differentiate sepsis from the non-specifi c 
infl ammatory response of SIRS.

Soluble TREM-1
A recently described receptor and its soluble form 
have been evaluated in terms of predicting infection 
and as a guide to outcome. TREM-1 (triggering re-
ceptor expressed on myeloid cells 1) is known to be 
present on many cells and is part of the signalling 
pathway involving Toll-like receptors. However, a 
similar protein is also present in the plasma and is 
called soluble TREM-1 (sTREM-1). It lacks the trans-
membrane portion of the membrane-bound form. It 
has been shown that increased sTREM-1 is a very 
sensitive and specifi c marker of infection. In a study 
comparing concentrations of sTREM-1, PCT and CRP 
during sepsis, sTREM-1 concentrations were signifi -
cantly lower at admission in non-survivors than in 
survivors, whereas PCT levels were higher among 
non-survivors. CRP levels did not differ between the 
two groups of patients. Plasma PCT and CRP de-
creased during the 14-day period of study in both 
survivors and non-survivors. Conversely, sTREM-1 
plasma concentrations remained stable or even in-
creased in non-surviving patients and decreased in 
survivors. An elevated baseline sTREM-1 level was 
found to be an independent protective factor, with 
an odds ratio of dying of 0.1.

In conclusion, a progressive decline of plasma 
sTREM-1 concentration indicates a favourable clini-
cal evolution during the recovery phase of sepsis. In 
addition, baseline sTREM-1 level may prove useful 
in predicting outcome of septic patients [21].

Duration of treatment

Few data exist to rationally guide duration of antibi-
otic treatment in critically ill patients. However, in-
creasing awareness of the risks of prolonged courses 
of broad-spectrum agents has led internationally to a 
trend towards shortening the length of treatment. 
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Most courses of antibiotics in the ICU are given for an 
empirical duration based upon site of infection and 
pathogen. Some data exist to modify durations based 
upon clinical response.

The Infectious Disease Society of America (IDSA) 
guidelines on management of community acquired 
pneumonia (CAP) in adults [22] suggests that length 
of treatment should be guided by clinical factors, 
such as response, severity and comorbidities. Specifi -
cally, they note that pneumonia caused by Streptococ-
cus pneumoniae should be treated until the patient has 
been afebrile for at least 72 hours, and grade this as a 
C-III recommendation. Similar recommendations 
are made for management of neutropenic patients 
with cancer [23], based on duration of fever and 
neutrophil count.

Evidence-based data to guide duration of treat-
ment are sparse. Singh et al. [24] examined the effect 
of a 3-day course of ciprofl oxacin compared with 
standard antibiotic treatment for 10–21 days for ICU 
patients with pulmonary infi ltrates, but who were 
thought to have a low risk of pneumonia. They docu-
mented no difference in mortality and a lower length 
of stay in the short duration group. Antimicrobial re-
sistance and superinfection rates were higher in the 
group receiving standard treatment. A French study 
examined the effects of an 8-day antibiotic course 
compared with 15 days in the management of VAP 
[25]. A total of 401 patients were enrolled, and no 
difference in mortality, duration of mechanical ven-
tilation or length of stay was noted. The authors did 
comment on a higher recurrence rate of pulmonary 
infections in patients with Pseudomonas aeruginosa 
managed with the shorter course; this was not asso-
ciated with unfavourable outcomes. Denneson et al. 
[26] examined the resolution of infectious parame-
ters in 27 patients with diagnosed VAP. They deter-
mined that maximum resolution occurs in the fi rst 6 
days of treatment, while acquired colonization with 
resistant pathogens appears primarily in the second 
week. Based on these data, the authors hypothesized 
that a 1-week course of antibiotics may be suffi cient 
to treat VAP while decreasing the rate of emergence 
of resistant bacteria.

In summary, while there is little evidence to guide 
the clinician in deciding the optimal duration of 
treatment of infections in the critically ill, there is a 
move to decrease the duration of antibiotic therapy. 

Increasing awareness of the emergence of multire-
sistant pathogens is leading to reluctance to engage 
in protracted courses of broad-spectrum antibiotics, 
and while this appears to be supported by the data, 
larger clinical trials are urgently required.

The use of ‘double 
Gram-negative cover’

Although the use of combination therapy for Gram-
negative infections is relatively common, the data 
supporting it are sparse. Synergy demonstrated in 
vitro is an oft quoted reason for its use, and support-
ing clinical data comes primarily from two trials. 
The EORTC group studied Gram-negative bacterae-
mias in neutropenic patients with cancer [27], and 
demonstrated a superiority in response for ceftazi-
dime in combination with a full course of aminogly-
coside. Hilf et al. [28] prospectively studied 200 
patients with Pseudomonas bacteraemia and deter-
mined that combination therapy conferred a signifi -
cant survival advantage. However, more recent 
work has failed to confi rm these fi ndings. Examining 
febrile neutropenic patients, a meta-analysis of 47 
trials encompassing 7807 patients failed to demon-
strate any outcome difference between single and 
combination therapy. Indeed, combination therapy 
was associated with a higher incidence of adverse 
events, especially renal failure [29]. Likewise, in 
non-neutropenic patients, a meta-analysis of 74 
trials with 7586 patients demonstrated no difference 
in fatality and a higher rate of clinical failure and 
nephrotoxicity with combination therapy [30]. 
Given the high level of clinical concern regarding the 
development of drug resistance in certain organisms, 
the authors performed a subgroup analysis of 
gen eral Pseudomonas infections; again, no difference 
was observed. However, in another meta-analysis 
by Safdar et al. [31], a subgroup analysis did suggest 
a 50% mortality reduction with the use of 
com bination therapy, specifi cally in Pseudomonas 
bacteraemia, although again no overall benefi t was 
shown.

Thus, the weight of evidence at present suggests 
that there is no requirement for double antibiotic 
cover in most Gram-negative infections. However, 
in the case of blood stream infection with Pseu-
domonas, combination therapy may be of benefi t.
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The problem of resistance

The widespread use of potent broad-spectrum anti-
biotics has been paralleled by the development of re-
sistance in bacteria, culminating in the prevalence of 
highly resistant bacteria in some ICUs.

Bacteria can be regarded as self-maintaining enti-
ties with sophisticated survival strategies, participat-
ing in a promiscuous type of global gene pool, often 
freely swapping material [32]. DNA transfer between 
bacteria is common and occurs via integrons, gene 
cassettes, transposons and/or plasmids. Flux within 
this gene pool is largely a product of selection pres-
sure. The necessity to use appropriate fi rst-line ther-
apy for serious infections combines with the rising 
tide of resistance to drive increasing empiric use of 
broad-spectrum antibiotics in the critically ill. There 
is evidence that this selection pressure operates in 
clinically relevant ways. Inappropriate use of anti-
biotics, for example in the colonized patient with 
SIRS, merely fuels this problem. Extreme selection 
pressure in certain scenarios may promote the devel-
opment of highly adaptable populations of muta-
tion-repair defective organisms. The archetype is 
Pseudomonas aeruginosa infection in the cystic fi brosis 
patient. In this scenario, there may be a signifi cant 
population of organisms with mutations in their 
DNA mismatch-repair system [33,34].

These concepts help explain why the ability of 
bacteria to become resistant to our antibiotics is 
frightening. The intensive care community faces the 
realistic prospect of untreatable nosocomial infec-
tions. As there has been no new class of antibiotic 
developed for Gram-negative sepsis since the 1980s 
when the carbapenems were released [35], it be-
hoves us to use antibiotics appropriately and not 
abuse the ease of becoming a ‘just in case’ prescriber. 
Antibiotics will kill susceptible bacteria but, within 
any colony of organisms, resistant bacteria will still 
grow. Indiscriminate use just propagates the devel-
opment of resistant organisms. Wise antibiotic use 
translates into using the correct antibiotic (not nec-
essarily using dual Gram-negative cover), in the cor-
rect dose, for the correct duration and only in sepsis, 
not using it for SIRS, etc. Inadequate dosing of any 
antibiotic, but especially for quinolones, leads to re-
sistance [36,37]. Incorrect dosing of aminoglycosides 

occurs unless extended interval dosing is used [38]. 
High creatinine clearance in some ICU patients leads 
to high drug clearances and hence potential under-
dosing of antibiotics [39]. Antibiotics commonly un-
derdosed, with their suggested doses, are shown in 
Table 10.1.

Selective digestive 
decontamination

The use of selective digestive decontamination (SDD) 
is probably the most controversial topic in the 
current ICU antibiotic literature [40,41] as well as, 
paradoxically, the one with the largest amount of 
experimental data.

Introduced into ICUs in the mid-1980s [42], SDD 
aims to eradicate pathogenic organisms from the 
gastrointestinal tract, while preserving the non-
pathogenic normal anaerobic fl ora. Classically, SDD 
consists of four components: topical application 
of non-absorbable antibiotics to the oral cavity and 
gastrointestinal tract; systemic antibiotic admini-
stration for the fi rst few days of admission; regular 
surveillance cultures to monitor effectiveness; and 
optimal hygiene. In practice, SDD regimes vary 
widely, in choice and dose of antibiotics used, dura-
tion and omission or inclusion of the systemic 
portion. There can be no doubting the evidence 
pointing to effi cacy [43]. Numerous studies have 
demonstrated a decrease in VAP incidence using an 
SDD protocol, although the methodological quality 
of some of these studies has been called into ques-
tion. What is less clear is the effect on mortality. 
However, two more recent studies have been able to 
demonstrate a survival benefi t with SDD [44,45], al-
though in both cases these were units with low en-
demic rates of multiresistant organisms, raising 
questions as to how generally applicable these fi nd-
ings might be.

Despite encouraging data, SDD has yet to be 
accepted as a standard therapy in the general ICU 
community. Underpinning this reluctance is almost 
certainly the concern that widespread prophylactic 
use will dramatically increase selection pressure on 
multiresistant pathogens. Although emergence of 
multiresistant organisms has not yet been ade quately 
demonstrated with the use of SDD, opponents point 
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out the protocol has not been studied in environ-
ments with high levels of pre-existing resistant path-
ogens, notably methicillin-resistant Staphylococcus 
aureus (MRSA) [46]. In summary, while SDD ap-
pears to be a promising mechanism for reduction of 
infections, concerns regarding emergence of drug re-
sistance have prevented its widespread acceptance. 
A large-scale trial of the sort recently carried out into 
fl uid resuscitation [47] is likely the only way to help 
solve the controversy.

Conclusions

Broad-spectrum antibiotics form one of the primary 
therapeutic modalities of critical care, and when 
used early and appropriately, save more lives than 
many other more recent ICU interventions. The cor-
rect antibiotic, in the correct dose, for a limited dura-
tion is enlightened practice. However, the ability of 
microorganisms to develop resistance, coupled with 
the slowdown in development of new antibiotic 
classes, means that their effectiveness may become 
compromised. A number of strategies are available 
to combat this trend. The development of accurate 
biochemical markers of sepsis will help rationalize 
prescribing practice and lead to more stringent inclu-
sion criteria in research studies. Stronger data on 
treatment duration may lead to shorter courses of 
antibiotics, and thus to a reduction in selection pres-
sure. Awareness of the dosing vagaries in critically ill 
patients will allow for the correct dose selection. 
Work in all these areas as well as investigating other 
strategies (possibly SDD and antibiotic rotation) is 
required if we are to prevent the catastrophe of 
untreatable nosocomial infections arising in our 
ICUs.
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CHAPTER 11

Infl ammation and immunity
Helen F. Galley

Introduction

The immune system in humans is a very adaptable 
system that has evolved to provide protection against 
both invading pathogenic organisms and cancer 
cells. This extremely complex system is able to recog-
nize and eliminate a huge variety of foreign cells and 
molecules. An immune response can be functionally 
divided into recognition and response. Immune rec-
ognition is extremely specifi c, enabling discrimina-
tion between the subtle chemical differences that 
distinguish foreign pathogens from each other. In 
addition, the immune system is able to recognize the 
body’s own cells and proteins from foreign ones. 
Once a foreign molecule has been recognized  —  the 
recognition response  —  the immune system recruits 
the involvement of a number of other cells and mole-
cules to elicit an appropriate response to enable the 
neutralization or elimination of the particular organ-
ism  —  the effector response. Exposure to the same 
organism again at a later date induces a memory 
response, with enhanced immune reactivity which 
eliminates the pathogen and prevents disease. This 
chapter describes basic mechanisms involved in in-
nate and acquired immune responses and describes 
the particular relevance for sepsis. In addition, recent 
discoveries in signalling pathways for bacterial and 
viral agents and novel immunotherapeutic strategies 
are discussed.

Innate immunity

Immunity can be defi ned as the state of protection 
from infectious disease, and comprises both specifi c 
and non-specifi c components. Non-specifi c, or in-
nate immunity, is the basic in-built resistance to dis-
ease that we have, regardless of there being no prior 

exposure to the antigen. Innate immunity comprises 
four defensive barriers, which offer protection 
through anatomical, physiological, phagocytic/
endocytic and infl ammatory strategies.

Anatomical barriers
Anatomical barriers are the body’s fi rst line of 
defence, preventing entry of pathogens and hence 
infection. These include the skin and mucous 
membranes.

The skin
Intact skin prevents the penetration of most patho-
gens. Skin consists of two layers: the thinner outer 
epidermis, and the thicker dermis. The epidermis is 
renewed every 2–4 weeks and does not contain blood 
vessels. The dermis is composed of connective tissue 
and contains blood vessels, hair follicles, sebaceous 
glands and sweat glands. The sebaceous glands pro-
duce the oily substance sebum, made up of lactic acid 
and fatty acids, which keeps the pH of the skin at 
around pH 4 to inhibit bacterial growth. Bacteria that 
metabolize sebum live on the skin and are respon-
sible for a rare form of acne; acne treatments such as 
isotretotoin inhibit sebum formation. Breaks in the 
skin such as small cuts and insect bites are obvious 
routes of infection, and diseases such as malaria and 
Lyme disease are spread via insect bites.

Mucous membranes
The conjunctivae and the alimentary, respiratory 
and urogenital tracts are covered by mucous mem-
branes instead of skin. Many pathogens enter the 
body by binding to and penetrating mucous mem-
branes, but they are protected by saliva, tears and 
mucus, which wash away organisms and also con-
tain antiviral and antibacterial substances. In the 
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lower respiratory and gastrointestinal tracts, organ-
isms trapped in mucus are propelled out of the body 
by ciliary action. Some organisms have evolved such 
that they can evade this defence mechanism. For ex-
ample, the infl uenza virus has a surface molecule 
that enables it to attach to cells in the mucus mem-
brane, preventing it being washed away through the 
action of cilia. The adherence of bacteria to mucous 
membranes is dependent on the interaction of pro-
trusions on the bacteria and specifi c glycoproteins on 
some mucous membrane epithelial cells, which 
explains why only certain tissues are susceptible to 
bacterial invasion.

Physiological barriers
If an organism manages to breach the anatomical 
barriers, other innate defences come into play. Phys-
iological barriers include temperature, pH and a vari-
ety of soluble factors, including lysozyme, interferons 
(IFNs) and complement. Many species are resistant 
to certain diseases because their body temperature 
inhibits pathogen growth. Hens, for example, have a 
high body temperature which inhibits the growth of 
anthrax. Gastric acidity prevents the growth of many 
organisms, and newborn infants are more prone to 
some diseases because their stomach contents are 
less acidic. Lysozyme, found in mucus, is an enzyme 
that cleaves the peptidoglycan layer of bacterial cell 
walls. Interferons are produced by virus-infected 
cells and bind to nearby cells, causing a generalized 
antiviral state (see below). Complement is a group of 
serum proteins that circulate in an inactive state. 
They can be activated by non-specifi c immune 
mechanisms that convert the inactive pro-enzymes 
to active enzymes through an enzyme cascade, 
which results in membrane damaging reactions, de-
stroying pathogenic organisms and facilitating their 
clearance.

Complement
The complement system is activated via a sequential 
enzymatic cascade and has an important role in anti-
gen clearance. There are two pathways of comple-
ment activation. The classic pathway involves 
activation by specifi c immunoglobulin molecules, 
and the alternative pathway is activated by a variety 
of microorganisms and immune complexes. Each 

pathway results in the activation of different com-
plement proteins but the endpoint is the same  —  the 
generation of a membrane attack complex which 
is how complement is able to lyse foreign cells. 
This complex displaces phospholipids within cell 
membranes, making large holes, disrupting the 
membran e and resulting in cell lysis. Complement 
components also amplify reactions between antigens 
and antibodies, attract phagocytic cells to sites of in-
fection and promote phagocytosis, and activate B 
lymphocytes. The complement system is non-specif-
ic and will, in theory, attack its own body cells as well 
as foreign cells. To prevent host cell damage there are 
regulatory mechanisms that restrict complement re-
actions to specifi c targets. This is achieved by sponta-
neous breakdown of active complement components 
and the release of inactivating proteins.

Endocytosis and phagocytosis
Another important innate defence mechanism is the 
ingestion of extracellular macromolecules and parti-
cles by the processes of endocytosis and phagocyto-
sis, respectively. In endocytosis, macromolecules in 
extracellular fl uid are internalized by invagination of 
the plasma membrane to form endocytic vesicles. 
Endocytosis can take place through two mecha-
nisms: pinocytosis and receptor-mediated endo-
cytosis. Pinocytosis occurs through non-specifi c 
membrane invagination, whereas in receptor-
mediated endocytosis macromolecules are selec-
tively engulfed after binding to specifi c membrane 
receptors. The ingested material is degraded by 
enzymes of the endocytic processing pathway.

Phagocytosis involves ingestion of particles, in-
cluding whole microorganisms, via expansion of the 
plasma membrane to form phagosomes. Virtually all 
cells are able to endocytose but phagocytosis occurs 
in only a few specialized cells. Professional phago-
cytes are the polymorphonuclear neutrophils, mast 
cells and macrophages, and non-professional phago-
cytes include endothelial cells and hepatocytes. Cells 
infected with viruses and parasites are killed by large 
granular lymphocytes, termed natural killer (NK) 
cells, and eosinophils. Once particles are ingested 
into phagosomes, the phagosomes fuse with lyso-
somes and the contents are digested in a similar way 
to endocytosis.
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The infl ammatory response
The infl ammatory response to tissue damage or in-
vasion by pathogenic organisms results in vasodila-
tation, increased capillary permeability and infl ux of 
phagocytic cells. Vasodilatation occurs as the vessels 
constrict, resulting in engorgement of the capillary 
network, causing tissue redness or erythema, and in-
creased tissue temperature, while increased capillary 
permeability enables an infl ux of fl uid and cells from 
the capillaries into the tissue. The accumulating 
fl uid  —  exudate  —  has a high protein content and its 
accumulation contributes to the tissue swelling, or 
oedema. The increased capillary permeability also 
helps the migration of leucocytes into the tissues, 
particularly phagocytes. Movement of phagocytic 
cells involves a complex series of events including 
margination or adherence of cells to the endothelial 
cell wall, extravasation or movement of the cells be-
tween the capillary cell walls into the tissue, and 
chemotaxis, the migration of the cells through the 
tissue to the site of infl ammation. The process of leu-
cocyte margination is a carefully regulated process 
involving adhesion molecules. These comprise three 
structurally dissimilar groups of molecules which are 
located on the extracellular portion of the cell mem-
brane of both endothelial cells and leucocytes. Ex-
amples include E-selectin, intercellular adhesion 
molecule (ICAM) and vascular cell adhesion mole-
cule (VCAM). These molecules cause circulating 
white cells initially to slow down and then roll along 
the endothelium so that fi rm adherence and trans-
migration can occur.

The infl ammatory response is initiated by a series 
of interactions that involve several chemical media-
tors, produced from the invading organisms, from 
damaged cells, from cells of the immune system and 
from plasma enzyme systems. Among the chemical 
mediators released as a result of tissue damage are 
the acute phase proteins. The circulating levels of 
these increase considerably during tissue damaging 
infections. C-reactive protein is a major acute phase 
protein produced by the liver and which binds to the 
C polysaccharide component found on many bacte-
ria and fungi. This binding activates the complement 
system, resulting in both complement-mediated 
lysis and increased phagocytosis. Histamine is a 
chemical released from mast cells, basophils and 

platelets in response to tissue injury, which binds to 
receptors on capillaries and venules, leading to in-
creased vascular permeability and vasodilatation. 
Kinins are small peptides that cause vasodilatation 
and increased capillary permeability and are also im-
portant mediators of the infl ammatory response to 
injury. In addition, bradykinin also stimulates pain 
receptors in the skin.

Regulation of the infl ammatory response
Severe infection with Gram-negative organisms 
leads to the appearance of endotoxin or lipopolysac-
charide (LPS) in the blood stream which interacts 
with LPS-binding protein (LBP) and binds to CD14 
receptors, transducing signals via Toll-like receptors, 
which culminate in the activation of the transcrip-
tion factor nuclear factor κB (NF-κB) [1–3]. Toll-like 
receptors (TLRs) are pathogen-associated molecular 
pattern (PAMP) receptors for a variety of diverse 

molecules derived from bacteria, viruses and fungi 
[4]. Engagement of TLRs by PAMPs on cells, such as 
macrophages and neutrophils, drives innate im-
mune effector function, while activation of TLRs ex-
pressed on antigen-presenting cells (most notably 
dendritic cells) leads to the initiation of adaptive im-
munity through induction of interleukin-12 (IL-12) 
and T-cell activation. Recruitment of the adaptor 
protein, MyD88 to TLR complexes ultimately leads 
to the activation of NF-κB. MyD88 is involved in NF-
κB activation by every TLR tested so far except 
TLR3.

NF-κB regulates, in part, gene expression of many 
cytokines, growth factors, adhesion molecules and 
enzymes involved in the infl ammatory response 
(see below) [2]. It is maintained in a non-activated 
state in the cytoplasm by association with an inhibi-
tor subunit, IκB. Proteolysis of IκB in response to ac-
tivation stimuli, including LPS and cytokines, reveals 
a previously hidden nuclear recognition site 
(Fig. 11.1). This then prompts the NF-κB to move 
into the nucleus where it binds onto target DNA and 
results in mRNA expression. NF-κB activation leads 
to increased gene expression of several important 
mediators involved in the infl ammatory response, 
including chemokines, cytokines and adhesion mol-
ecules. Although some cells (e.g. endothelial cells) 
do not themselves express CD14, LPS can activate 
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these cells via interaction with soluble CD14 and LBP 
circulating in the blood stream.

Interferons are the body’s fi rst line of antiviral de-
fence. By inducing the expression of hundreds of 
IFN-stimulated genes, which have antiviral func-
tions, IFNs can block virus replication. Viruses are 
able to counteract the antiviral response through 
mechanisms that control IFN signalling and block 
the actions of IFN-stimulated gene products. Studies 
of infl uenza, hepatitis C, herpes simplex and vaccinia 
viruses have revealed the importance of IFNs for the 
control of virus replication and pathogenesis. Vari-
ous viral proteins are able to either activate TLRs or 
to block TLR function, demonstrating the interplay 
between detection of viruses by the innate immune 
system, and evasion of the TLR system for the 
viruses’ own purposes. Some viruses may even need 
cellular activation via TLRs to enable entry into the 
cell or replication. The discovery that viruses activate 
TLRs and activate NF-κB leading to production of 
IFNs, is providing a crucial ‘missing’ link in the un-
derstanding of exactly how viral infection leads to 
the IFN response [5].

To date, 10 TLR family members have been identi-
fi ed [4]. TLR2 is crucial for the propagation of the 
infl ammatory response to components of Gram-
positive and Gram-negative bacteria and mycobac-
teria such as LPS, peptidoglycan, lipoteichoic acid, 

bacterial lipoproteins, lipopeptides, and lipoarabi-
nomannan. TLR2 is predominantly expressed in the 
cells involved in innate immunity, including mono-
cytes, macrophages, dendritic cells and neutrophils, 
but endothelial cells also express TLR2. TLR4 has 
been identifi ed as the receptor for LPS and lipotei-
choic acid. Double-stranded RNA is a molecular pat-
tern produced by many viruses, and so is considered 
a viral PAMP. It has recently been shown that TLR3 
can mediate cellular responses to viral infection [6]. 
TLR3 localization varies in different types of cells; it is 
expressed on the cell surface of fi broblasts but 
intracellularly in dendritic cells [7].

Another receptor that is important for host re-
sponses to infection has recently been described, 
triggering receptor expressed on myeloid cells 
(TREM-1) [8]. It is expressed on neutrophils and a 
subset of monocytes. In vitro studies have shown that 
TREM-1 is up-regulated in response to Gram-posi-
tive and Gram-negative bacteria, mycobacteria and 
bacterial cell wall components, including both LPS 
and lipoteichoic acid. Triggering of the TREM-1 re-
ceptor induces the secretion of IL-8, tumour necrosis 
factor α (TNF-α), IL-1β and monocyte chemotactic 
protein (MCP-1) and release of the enzyme mye-
loperoxidase [9]. TREM-1 is one of several pathways 
with a role in signalling in the innate immune 
response (Fig. 11.2) and has been shown to have a 
role in sepsis [10].

There are several human primary immuno-
defi ciencies caused by germ line mutations in 
genes encoding molecules involved in cell signalling 
downstream from TLRs [11]. These patients have de-
fects in TLR/NF-κB signalling and increased bacterial 
infection rates in childhood, but despite the infec-
tious phenotype, defects are restricted and this sug-
gests that TLRs are largely redundant in protective 
immunity in vivo. Indeed, other cell-surface recep-
tors are also involved in LPS-mediated immune re-
sponses, including the type A macrophage-scavenger 
receptor [12], β2 integrin (CD11b/CD18) [13] and a 
voltage-dependent K+ channel [14]. Nod1 and Nod2 
proteins are also involved in responses to LPS in some 
cells [15].

Apoptosis
Cells that are damaged by injury, such as by mechan-
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Figure 11.1 Activation of nuclear factor κB (NF-κB). 

Reproduced with permission from Galley and Webster 

[32].
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ical damage or exposure to toxic chemicals, undergo 
swelling caused by disruption of the ability of the 
plasma membrane to control the passage of ions and 
water, with consequent leakage of cell contents, 
leading to infl ammation of surrounding tissues. This 
process is called necrosis.

Apoptosis, or programmed cell death, is a crucial 
process for normal development and maintenance 
of tissue homoeostasis via removal of damaged, in-
fected or otherwise harmful cells such as tumour 
cells. Cells that are induced to ‘commit suicide’ by 
apoptosis, in contrast to necrosis, shrink and the mi-
tochondrial membrane becomes breached. Phago-
cytic cells such as macrophages engulf the cell 

fragments, leading to a ‘quiet’ and orderly removal of 
dead cells [16].

Deregulation of apoptosis has a role in various dis-
eases such as cancer, autoimmune diseases, neuro-
degenerative disorders and AIDS. Apoptosis is an 
active and tightly regulated process. It is induced by 
activation of effector protease enzymes called cas-
pases which cleave specifi c substrates, resulting in 
the events leading to cellular disassembly. Because 
of the orderly way in which apoptosis takes place, re-
lease of infl ammatory mediators in the extracellular 
environment is prevented. Hence, apoptosis clearly 
differs from necrosis, which causes an infl ammatory 
reaction.
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The cascade of events leading to apoptosis takes 
place as a result of either the withdrawal of positive 
signals (i.e. signals needed for continued survival) or 
the initiation of negative signals (i.e. those that insti-
gate cell death). Signals can arise within the cell 
or from so-called ‘death activators’ binding to 
receptors at the cell surface. Caspases initially exist 
as immature pro-caspases (zymogens) and require 
processing to be activated, in a similar way to the pro-
teins of the clotting or complement cascades.

Apoptosis pathways
Like complement activation, the process of apoptosis 
can be activated by two pathways: one dependent on 
mitochondria and the other independent of mito-
chondria. The mitochondria-dependent or intrinsic 
apoptotic pathway is triggered by various stress 
signals, including DNA damage (e.g. that induced by 
radiation or chemotherapeutic agents), stress mole-
cules (e.g. reactive oxygen species and reactive nitro-
gen species) or growth factor withdrawal. These 
stress signals can trigger the release of pro-apoptotic 
proteins from the mitochondrial intermembrane 
space into the cytosol. Important apoptosis regula-
tors of the mitochondrial pathway are the BCL2 pro-
tein family, in which members are either death 
antagonists or death agonists. The ratio of pro-
apoptotic to anti-apoptotic BCL2 family proteins 
controls the cell’s sensitivity to apoptotic signals via 
the mitochondrial pathway.

The extrinsic apoptotic pathway is initiated by ac-
tivation of so-called death receptors on the cell mem-
brane. Several of the human death receptors belong 
to the TNF receptor superfamily. Apoptosis triggered 
by death receptor activation also triggers the mito-
chondrial apoptotic pathway. Apoptosis can be 
inhibited at several stages in the pathway.

Proteasome
The proteasome is the term given to an enzyme com-
plex found in both the nucleus and the cytoplasm of 
cells that effectively functions as a protein shredder. 
The function of the proteasome is to degrade or proc-
ess intracellular proteins, some of which are media-
tors of cell-cycle progression and apoptosis, such as 
the caspases, BCL2 and NF-κB. It therefore has an 
important role in the regulation of intracellular pro-

tein degradation and as such regulates apoptosis and 
infl ammatory response processes. Malignant cells 
are more susceptible to certain proteasome inhibi-
tors, which might be explained, in part, by the re-
versal or bypass of some of the effects of the mutations 
in cell-cycle and apoptotic checkpoints that have led 
to tumorigenesis. Inhibition of the activity of the 
proteasome has been proposed as an anticancer 
therapeutic target [17].

Acquired immunity

Acquired (specifi c) immunity inactivates microor-
ganisms that are not destroyed by the innate immune 
system. Specifi city, diversity, memory and the ability 
to discriminate self from non-self are key features of 
the acquired immune system. The acquired immune 
system has four distinct phases: recognition of anti-
gen, activation of lymphocytes, effector phase of an-
tigen elimination and return to homoeostasis and 
antigenic memory. Acquired immunity is intricately 
involved with the innate immune response. Phago-
cytic cells for example, activate specifi c immune re-
sponses and stimulate the release of soluble mediators 
that control and regulate the infl ammatory response 
and the interplay involved in the elimination of a for-
eign organism. The specifi city of the immune system 
is such that even a single amino acid substitution can 
mean that an antigen escapes recognition and hence 
elimination.

The acquired immune response can also be classi-
fi ed into humoral (from body fl uid) and cell-mediat-
ed immunity. The humoral component involves 
interaction of B cells with antigen and their prolifer-
ation and differentiation into plasma cells, the anti-
body secreting cells. Antibody is the effector of the 
humoral response due to its binding to the antigen, 
neutralizing and facilitating its removal. This process 
also activates the complement system. Unlike B cells, 
where membrane bound antibody enables direct 
recognition of antigen, T cells can only recognize an-
tigen in the presence of cell membrane proteins 
called the major histocompatibility complex (MHC) 
molecules. Effector T cells generated in response to 
antigen associated with MHC are responsible for cell-
mediated immunity. There are two main types of T 
cells: T helper (Th) cells and T cytotoxic (Tc) cells. Th 
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cells secrete cytokines, which are low molecular 
weight proteins, and which activate various phago-
cytic cells, B cells, Tc cells, macrophages and other 
cells. Under the infl uence of cytokines secreted by Th 
cells, Tc cells that recognize antigen–MHC molecule 
complex are able to eliminate cells displaying anti-
gen  —  that is, altered self cells, such as virus infected 
cells, foreign tissue grafts and tumour cells.

Major histocompatibility complex
The MHC is a tightly linked cluster of genes located 
on chromosome 6 that encodes proteins required 
for antigen recognition. MHC also have major roles 
in the acceptance of self (histocompatible) or non-
self (histoincompatible). The MHC proteins have 
an important role in antigen recognition by T cells, 
and determine the response of an individual to in-
fectious antigens and hence susceptibility to disease. 
Human MHC molecules are called human leucocyte 
antigens (HLA). The MHC genes are organized 
into those encoding three classes of molecules: class-
es I–III. Class I genes encode glycoproteins expressed 
on the surface of most nucleated cells and present 
antigens for the activation of specifi c T cells. 
Class II genes encode glycoproteins expressed 
mainly on antigen presenting cells, including macro-
phages and B cells, where they present antigen to 
other defi ned T-cell populations. Class III genes en-
code several different immune products, including 
complement system components, enzymes and TNF-
α, and have no role in antigen presentation. Class I 
molecules are expressed on all nucleated cells, 
whereas class II molecules are mainly expressed on 
specialized antigen presenting cells such as dendritic 
cells, macrophages and B lymphocytes. MHC mole-
cule expression is enhanced by cytokines such as 
IFN-γ.

Cell-mediated immunity
Leucocytes develop from a common pluripotent 
stem cell during haematopoiesis, and proliferate and 
differentiate into the different cells in response to 
haematopoietic growth factors, balanced by pro-
grammed cell death or apoptosis. The lymphocyte, 
the only cell to possess specifi city, diversity, memory 
and recognition of self/non-self, is the central line of 
the immune system. Monocytes, macrophages and 

neutrophils are accessory immune cells that phago-
cytose, facilitated by complement and antibody, 
which increase attachment of antigen to the mem-
brane of the phagocyte. Macrophages also are im-
portant in antigen processing and presentation in 
association with a class II MHC molecule, and secre-
tion of the cytokine, IL-1. Lymphocytes constantly 
recirculate via interaction between cell adhesion 
molecules on the vascular endothelium and recep-
tors for the adhesion molecules on the circulating 
cells.

Different maturational stages of lymphocytes can 
be distinguished by their expression of specifi c mole-
cules on the cell membranes, which are called cluster 
of differentiation (CD) antigens.

Lymphocytes
Antibodies activate the complement system, stimu-
late phagocytic cells and specifi cally inactivate mi-
croorganisms. Lymphocytes, the basis of the acquired 
immune defence system, consist of antibody produc-
ing plasma cells derived from B lymphocytes, and T 
lymphocytes which control intracellular infections. 
Binding of microorganisms to antibodies on the cell 
surface of B cells leads to preferential selection of 
these antibody producing cells. This is termed prim-
ing, and subsequent responses are faster and ampli-
fi ed, and provide the basis of vaccination. T cells 
exploit two main strategies to combat intracellular 
infections: secretion of soluble mediators that acti-
vate other cells to enhance microbial defence mech-
anisms, and production of cytotoxic T lymphocytes 
that kill the target organism. NK cells have an impor-
tant role in tumour cell destruction. They are large 
granular lymphocytes that do not exhibit immuno-
logical memory and are non-specifi c in their recog-
nition of tumour cells.

Control of adaptive T-cell selection
Regulation of MHC gene expression (e.g. by cy-
tokines) has a fundamental role in the immune sys-
tem, because alterations of cell surface expression of 
class I or II molecules can affect the effi ciency of anti-
gen presentation. T helper (Th) cells are CD4+ and 
recognize class II MHC molecules which produce 
IFN-γ and other macrophage activating factors. Cy-
totoxic or killer T cells (Tc) are CD8+ and recognize 
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both specifi c antigens and class I MHC molecules on 
the surface of infected cells.

T helper cells
Circulating Th cells are capable of unrestricted cy-
tokine expression and are prompted into a more re-
stricted and focused pattern of cytokine production, 
depending on signals received at the outset of infec-
tion (Fig. 11.3). The cells can be classifi ed according 
to the pattern of cytokines they produce. Th1 
category cells secrete a characteristic set of cytokines 
that push the system towards cellular immunity (cel-
lular cytotoxicity). Th2 cells are associated with hu-
moral or antibody mediated immunity. Typically, 
Th1 cells secrete IL-2, IFN-γ, TNF-β and transforming 
growth factor β (TGF-β) whereas Th2 cells secrete IL-
4, IL-5, IL-6, IL-9, IL-10 and IL-13 and also help B-
cell antibody production. Both cell types produce 

IL-3, TNF-α and granulocyte macrophage colony 
stimulating factor (GM-CSF).

Polarization of Th cells toward either a Th1 or 
Th2 response can signifi cantly infl uence host imm-
unity to pathogens. IFN-γ and IL-4 are the signature 
cytokines of Th1 and Th2 cells, respectively. At an 
early stage of development, Th1 and Th2 populations 
are heterogeneous with a reversible cytokine profi le, 
suggesting that a number of molecular changes 
are needed for committed profi les of cytokine gene 
expression. The control of Th cell differentiation 
is a function of a number of factors; the most im-
portant of which is cytokine environment. There 
appear to be two ‘master switches’ that control 
Th cytokine commitment. IL-4 is the principal 
cytokine driving naïve T cells (Th0) to Th2 differen-
tiation. IL-4 is synthesized by differentiating Th2 
cells and by fully differentiated Th2 cells. The human 
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IL-4 promoter consists of multiple DNA binding 
motifs, which bind several classes of transcription 
factor. The GATA-binding protein 3 (GATA-3) is 
a Th2-specifi c regulatory factor necessary to direct 
Th cells to Th2 differentiation [18]. The key cytokine 
for promoting Th1 differentiation is IFN-γ. A 
number of transcription factors have an important 
role in regulation of IFN-γ. However, control 
of Th1 lineage commitment and IFN-γ expression 
seems to be controlled by the Th1-restricted 
transcription factor protein, T-bet, which is able to 
initiate Th1 differentiation while repressing Th2 
differentiation [19].

Serious injury results in predominance of the Th2 
phenotype as opposed to the Th1 phenotype, rather 
than generalized Th suppression [20,21]. Th1 pre-
dominance is associated with cell mediated re sponses 
that are generally considered to be most benefi cial to 
recovery. A shift to Th2 dominated phenotypes in-
creases the risk for infection (e.g. after burn injury) 
[21]. The Th1 : Th2 ratio is reduced in patients with 
sepsis caused by both a decrease in Th1 cells and an 
increase in Th2 cells [22].

Processing and presentation of antigens
Antigens are substances including proteins, carbo-
hydrates and glycoproteins, that are capable of in-
teracting with the products of a specifi c immune 
response. An antigen that is capable of eliciting a 
specifi c immune response by itself is called an imm-
unogen. Foreign protein antigens must be degraded 
into small peptides and complexed with class I or 
II MHC molecules in order to be recognized by a T 
cell. This is called antigen processing. Complexing 
with class I or II MHC molecules seems to be deter-
mined by the way in which the antigen enters 
the cell.

Mature immunocompetent animals possess large 
numbers of antigen reactive T and B cells and long 
before any contact with an antigen, each T and B 
lymphocyte already possesses specifi city to antigens. 
This is achieved by random gene rearrangements in 
the bone marrow during maturation of lymphocytes. 
When antigen interacts with, and activates, mature, 
antigenically committed T and B cells it causes the 
expansion of the particular population of cells with 
that antigenic specifi city. This is called clonal selec-

tion and expansion. This process explains both spe-
cifi city and memory attributes. Specifi city is implicit 
because only those lymphocytes possessing appro-
priate receptors will be clonally expanded. Memory 
occurs because there is a larger number of antigen 
reactive lymphocytes present after clonal selection 
and many of these lymphocytes have a longer 
lifespan  —  these are called memory cells. The initial 
encounter of antigen-specifi c lymphocytes with an 
antigen induces a primary response, and later en-
counters are more rapid and heightened secondary 
response (Fig. 11.4). Self/non-self recognition is 
achieved by elimination of lymphocytes that bear 
receptors identifying them as self.

Antibody structure
The protein molecules that combine specifi cally with 
antigens are called antibodies or immunoglobulins. 
Antibody molecules consist of two identical light 
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chains and two identical heavy chains joined by di-
sulphide bonds. Each heavy and light chain has a 
variable amino acid sequence region and a constant 
region. The unique heavy chain constant region se-
quences determine the fi ve classes or isotypes of an-
tibody: IgM, IgG, IgD, IgA and IgE (Table 11.1). These 
isotypes vary in their effector function, serum con-
centration and half-life. IgG is the most common iso-
type and the only immunoglobulin to cross the 
placenta. IgM exists as a pentamer and is most effec-
tive in viral neutralization, bacterial agglutination 
and complement activation. IgA is the predominant 
isotype in external secretions including breast milk 
and mucus. IgD and IgE are the least abundant iso-
types; IgD and IgM are the major isotype on mature B 
cells and IgE mediates mast cell degranulation.

Monoclonal antibodies are antibodies with the 
same antigenic specifi city. These antibodies are pro-
duced by a hybridoma, which is a group of identical 
cells called a clone. These clones are manufactured 
by fusing normal lymphocytes with myeloma cells; 
the clone keeps its normal antibody functions and 
receptors of lymphocytes but has the immortal 
growth characteristics of myeloma cells. Monoclonal 
antibodies provide an indefi nite supply of antibody 
with a highly defi ned antigenic specifi city.

Cytokines
Orchestration of immune and infl ammatory re-
sponses depends upon communication between 
cells by soluble molecules given the generic term cy-
tokines, including chemokines, interleukins, growth 
factors and IFNs. They are involved in both innate 
and acquired immune responses. Cytokines are low 
molecular weight secreted proteins that regulate 
both the amplitude and duration of immune re-
sponses and have the properties of redundancy, plei-
otrophy, synergism and antagonism. They have a 
transient and tightly regulated action. Cytokines are 
highly active at very low concentrations, combining 
with small numbers of high affi nity cell surface re-
ceptors and producing changes in the patterns of 
RNA and protein synthesis. They have multiple ef-
fects on growth and differentiation in a variety of cell 
types with considerable overlap and redundancy be-
tween them, partially accounted for by the induction 
of synthesis of common proteins. Interaction may 
occur in a sort of network in which one cytokine in-
duces another, through modulation of the receptor 
of another cytokine and through either synergism or 
antagonism of two cytokines acting on the same cell. 
Cytokines should not be considered as having 
identifying labels for being growth stimulators or 

Table 11.1 Characteristics of immunoglobulin isotypes.

Antibody isotype
(half-life in serum) Specifi c effector function Other information

IgG (23 days) Neutralization of bacteria  Crosses placenta: provides neonatal passive
 Facilitation of phagocytosis immunity
 Complement activation (classic pathway)
 ADCC mediated by NK cells
 Inhibits B-cell activation

IgM (5 days) Antigen receptor for naïve B cells Membrane bound
 Complement activation (classic pathway)

IgD (3 days) Antigen receptor for naïve B cells Membrane bound, no secreted form

IgA (6 days) Provides mucosal immunity Secreted into gut lumen, respiratory tract
  and breast milk

IgE (2 days) ADCC mediated by eosinophils Provides immunity against helminths
 Mast cell degranulation  Involved in hypersensitivity reactions

ADCC, antibody-dependent cellular cytotoxicity; Ig, immunoglobulin; NK, natural killer.
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inhibitors and pro- or anti-infl ammatory actions; 
their specifi c action depends on the stimulus, the cell 
type and the presence of other mediators and 
receptors.

Chemokines are small chemoattractant molecules 
characterized by four conserved cysteine residues. 
The α chemokines have two pairs of cysteine resi-
dues separated by a variable amino acid (C-X-C) and 
chemoattract neutrophils (e.g. IL-8, platelet basic 
protein, epithelial neutrophil activating peptide), 
whereas β chemokines have two adjacent pairs of 
cysteine groups (C-C) and are chemotactic for mono-
cytes/macrophages (e.g. platelet factor 4, monocyte 
chemotactic protein 1, macrophage infl ammatory 
protein 1) and T cells (e.g. RANTES). Chemokines 
have been said to have more restricted actions than 
cytokines, but this is more likely to be a result of dif-
ferential expression of receptors.

Interferons (IFN-α, IFN-β, IFN-γ) are a family of 
broad-spectrum antiviral agents that also modulate 
the activity of other cells, particularly IL-8 and plate-
let activating factor (PAF) production, antibody pro-
duction by B cells and activation of cytotoxic 
macrophages. Growth factors regulate the differen-
tiation, proliferation, activity and function of specifi c 
cell types. The best known are colony-stimulating 
factors which cause colony formation by haema-
togenic progenitor cells (e.g. granulocyte–
macrophage colony-stimulating factor, GM-CSF). 
Other examples include factors that regulate the 
growth of nerve cells, fi broblasts, epidermis and 
hepatocytes.

In addition to the low molecular weight protein 
mediators, there are also lipid mediators of infl am-
mation which include PAF and arachidonic acid me-
tabolites. PAF is a labile alkyl phospholipid released 
from a variety of cells in the presence of antigen and 
leucocytes in response to immune complexes. In 
addition to its actions on platelets, the effects of PAF 
include the priming of macrophages to other infl am-
matory mediators and alterations of microvascular 
permeability. Arachidonic acid metabolites include 
the prostaglandins and leukotrienes, which have 
profound infl ammatory and vascular actions, and 
may regulate and be regulated by other cytokines.

TNF-α and TNF-β have a vast range of similar ef-
fects and are usually referred to as pro-infl ammatory 

cytokines. They have a central role in initiating the 
cascade/network of other cytokines and factors that 
make up the immune response to infection. The wide 
variety of effects can be explained by the wide distri-
bution of their receptors, their ability to activate 
multiple signal transduction pathways and their 
ability to induce or suppress many genes including 
those for growth factors, cytokines, transcription 
factors, receptors and acute phase proteins. Although 
both TNFs have similar biological activities, regula-
tion of the expression and processing of the two is 
quite different.

Receptors and antagonists
The biological activities of cytokines are regulated by 
specifi c cellular receptors. Often these receptors 
comprise multiple subunits providing phased stages 
of activation and biological action. For example the 
IL-2 receptor (IL-2R) complex consists of three sub-
units: IL-2Rα, IL-2Rβ and IL-2Rγ. Although the IL-
2Rα/β combination can bind IL-2, IL-2Rγ is also 
required for high affi nity binding, ligand internaliza-
tion and signalling, which are all required for maxi-
mal effect. Other cellular receptors are present in 
more than one type which act alone but have differ-
ent binding affi nities for different forms of a cytokine 
protein (e.g. IL-1 receptor type I binds IL-1α better 
than IL-1β, and IL-1 receptor type II has more affi n-
ity for IL-1β). Binding of a cytokine to one type of re-
ceptor may result in interactions with another 
receptor; the two receptors for TNF, for example, use 
ligand passing in which TNF binds transiently to re-
ceptor type I, with full signal transduction, but may 
then move onto the type II receptor with activation 
of another signal for apoptosis or programmed cell 
killing.

Soluble cytokine receptors have been identifi ed 
that compete with membrane-bound receptors, thus 
regulating cytokine signals. Exceptions to this are 
soluble receptors for IL-6 and ciliary neurotrophic 
factor, which act as agonists rather than antagonists. 
Such soluble receptors may be membrane-bound re-
ceptors that are shed into the circulation either intact 
or as truncated forms (e.g. soluble TNF receptors, 
sTNF-R), or may begin as related precursor mole-
cules that are enzymatically cleaved (e.g. IL-1R). 
Soluble receptors may appear in response to 
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stimuli as part of a naturally occurring independent 
regulatory process to limit the harmful effects of a 
mediator (e.g. sTNF-R), but some soluble receptors 
have little binding activity and may represent super-
fi cial and unimportant losses of cellular receptors 
(e.g. the soluble form of IL-2Rα). Soluble cytokine 
receptors not only mediate biological activity but 
control desensitization to ligands by reduced availa-
bility, decreased signalling and by stimulating cellu-
lar mechanisms that can result in lack of activity.

The biological actions of some cytokines are also 
regulated by receptor antagonists. The receptor an-
tagonist for IL-1 (IL-1ra) competes with cell recep-
tors for IL-1, but when bound does not induce 
signalling. IL-1ra binds to cell receptors much more 
avidly than to soluble receptors, such that soluble re-
ceptors will have little effect of the inhibitory action 
of the receptor antagonist. The soluble receptor also 
inhibits activation of the pro-IL-1β precursor. The 
appearance of IL-1ra is independently regulated by 
other cytokines as part of the infl ammatory process.

Hypersensitivity reactions
A localized infl ammatory reaction, delayed type hy-
persensitivity (DTH), can occur when some subpop-
ulations of activated Th cells encounter certain 
antigens. Tissue damage is usually limited and DTH 
has an important role in defence against intracellular 
pathogens and contact antigens. Development of a 
DTH response requires a sensitization episode be-
forehand, when Th cells are activated and clonally 
expanded by antigen presented along with the re-
quired class II MHC molecule. A second exposure to 
the antigen induces an effector response, where T 
cells produce a variety of cytokines leading to recruit-
ment and activation of macrophages and other non-
specifi c infl ammatory cells. The activated T cells are 
generally Th1 subtype. A DTH response becomes ap-
parent after approximately 24 hours following sec-
ondary antigen contact, peaking after approximately 
48–72 hours. The delay is caused by the time taken 
for cytokines to activate and recruit macrophages. A 
complex and amplifi ed interaction of many non-
specifi c cells then occurs, but only approximately 
5% of the participating cells are antigen specifi c. The 
macrophage is the primary effector cell of DTH re-
sponses and the infl ux and activation of these cells 

provides an effective host response against intracel-
lular pathogens. Generally, the pathogen is cleared 
with little tissue damage, but prolonged DTH re-
sponses can themselves be damaging, ultimately 
leading to tissue necrosis in extreme cases.

Immediate hypersensitivity reactions occur with-
in 8 hours of secondary allergen exposure and are 
not cell-mediated but humoral in nature, resulting 
in generation of antibody-secreting plasma cells and 
memory cells. The hypersensitivity reactions can be 
classifi ed into type I (IgE dependent), type II (anti-
body-mediated cytotoxicity), type III (immune com-
plex-mediated hypersensitivity) and type IV (delayed 
type hypersensitivity) and are shown in Table 11.2. 
Type I reactions are mediated by IgE antibodies 
which bind to receptors on mast cells or basophils, 
leading to degranulation and release of mediators. 
The principal effects are smooth muscle contraction 
and vasodilatation, and can result in serious life-
threatening systemic anaphylaxis, asthma, hay fever 
and eczema.

Type II hypersensitivity reactions occur when 
antibody reacts with antigenic markers on the cell 
surface leading to cell death through complement-
mediated lysis or antibody-dependent cytotoxicity. 
Type II reactions include haemolytic disease of the 
newborn and autoimmune diseases such as Good-
pasture’s syndrome and myasthenia gravis.

Type III reactions are mediated by formation of an-
tigen–antibody or immune complexes and subse-
quent complement activation. Deposition of immune 
complexes near the site of antigen entry can cause 
the release of lytic enzymes by accumulated neu-
trophils and results in localized tissue damage. The 
formation of circulating immune complexes is in-
volved in a number of conditions including allergies 
to penicillin, infectious diseases including hepatitis, 
and autoimmune diseases such as rheumatoid 
arthritis.

The characteristics of hypersensitivity reactions 
are given in Table 11.2 and common antigens are 
listed in Table 11.3.

Lymphoid tissue

Although the immune system operates throughout 
the body, there are certain sites where the cells of the 

WEB_11.indd   150WEB_11.indd   150 7/5/2006   10:20:07 AM7/5/2006   10:20:07 AM



Infl ammation and immunity   151 

Table 11.2 Hypersensitivity reactions.

Type of reaction Immune mechanism Effector mechanism Example

Type I Th2 cells Mast cell-derived mediators Systemic and local anaphylaxis
Immediate IgE Cytokine-mediated  (see Table 11.3)
 Mast cells infl ammation
 Eosinophils

Type II IgM, IgG Complement-mediated  Blood transfusion reactions
Antibody-mediated  recruitment/activation of  Autoimmune haemolytic
  neutrophils/macrophages anaemia
  Phagocytosis
  Abnormal cell function

Type III Immune complexes  Complement-mediated  Systemic lupus erythematosus
Immune complex- deposited in vascular recuitment and activation  Rheumatoid arthritis
mediated basement membrane of neutrophils /macrophages Glomerular nephritis

Type IV
T-cell-mediated CD4+ T cells Macrophage activation Contact dermatitis
Delayed CD8+ cytoxic T cells Direct target cell lysis Graft rejection
  Cytokine-mediated infl ammation

Table 11.3 Common antigens associated with type I hypersensitivity.

   Insect    Animal hair
Proteins Foods Plant pollens venom Drugs Mould spores and dander

Foreign serum Nuts Rye grass Bee Penicillin  Aspergillus Dogs

Vaccines Seafood Ragweed  Wasp Sulphonamides  Cats

Latex Eggs Timothy grass Ant Local anaesthetics  Horses

 Peas, beans Birch trees  Salicylates

immune system are organized into specifi c struc-
tures. These are classifi ed as central lymphoid tissue 
(bone marrow, thymus) and peripheral lymphoid 
tissue (lymph nodes, spleen, mucosa-associated 
lymphoid tissue).

Bone marrow
All the cells of the immune system are derived from 
stem cells in the bone marrow. The bone marrow 
is the site of origin of red blood cells, white cells 
(including lymphocytes and macrophages) and 
platelets.

Thymus
In the thymus gland, lymphoid cells undergo a 
process of maturation prior to release into the circu-
lation. This process allows T cells to develop self-tol-
erance. The thymus comprises an outer cortex and 
an inner medulla. Immature lymphoid cells enter 
the cortex, proliferate, mature and pass on to the me-
dulla. From the medulla, mature T lymphocytes 
enter the circulation.

Lymph nodes
Lymph nodes are small bean-shaped structures lying 
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along the course of lymphatics. Within lymph nodes, 
phagocytic cells act as fi lters for particulate matter 
and microorganisms and antigen is presented to the 
cells of the immune system. Lymph passes into the 
node through the afferent lymphatic into the mar-
ginal sinus, through the cortical sinuses, to reach the 
medullary sinuses before leaving via the efferent 
lymphatic.

Spleen
The spleen has two main functions: acting as part of 
the immune system and as a fi lter. There are two dis-
tinct components of the spleen: the red pulp and the 
white pulp. The red pulp consists of large numbers of 
sinuses and sinusoids fi lled with blood and is respon-
sible for the fi ltration function of the spleen. The 
white pulp consists of aggregates of lymphoid tissue 
and is responsible for the immunological function of 
the spleen as it contains T and B cells and antigen 
presenting dendritic cells.

Mucosa-associated lymphoid tissue
In addition to the lymphoid tissue concentrated 
within the lymph nodes and spleen, lymphoid tissue 
is also found at other sites, most notably the gastroin-
testinal, respiratory and urogenital tracts. B-cell pre-
cursors and memory cells are stimulated by antigen 
in Peyer’s patches, which are aggregates of lymphoid 
tissue found in the small intestine.

Lymphocyte recirculation
Lymphocytes and macrophages can recirculate be-
tween lymphoid and non-lymphoid tissues, facilitat-
ing the distribution of effector cells to the sites where 
they are needed. The recirculation is a complex proc-
ess, depending on interactions between the immune 
cells and other cell types such as endothelial cells. 
The complex patterns of recirculation depend on the 
state of activation of the lymphocytes, the adhesion 
molecules expressed by endothelial cells and the 
presence of chemotactic molecules which selectively 
attract particular populations of lymphocytes or 
macrophages.

Transplantation immunology

Transplantation is the transfer of cells, tissues or or-

gans from one site to another. Tissues that are anti-
genically similar or histocompatible do not induce 
rejection, and the opposite is called histoincom-
patible. Graft rejection is an immunological response 
involving cell-mediated responses, specifi cally T 
lymphocytes. The immune response is mounted 
against tissue antigens on the transplanted tissue 
that differ from those of the host. However, even 
with identical HLA antigens, differences in minor 
histocompatibility loci outside the MHC can contrib-
ute to graft rejection.

Graft rejection can be divided into sensitization 
and effector stages. During sensitization, leucocytes 
derived from the donor migrate from the donor tis-
sue into lymph nodes where they are recognized as 
foreign by Th cells, stimulating Th cell proliferation. 
This is followed by migration of the effector Th cells 
into the graft and rejection follows. Graft rejection 
can be suppressed by specifi c and non-specifi c im-
munosuppressive agents. Non-specifi c agents in-
clude purine analogues, corticosteroids, cyclosporin, 
total lymphoid X-irradiation and antilymphocyte 
serum. Specifi c approaches such as blocking the pro-
liferation of activated T cells using monoclonal anti-
bodies to the IL-2 receptor, or depletion of T-cell 
populations with anti-CD3 or CD4 antibodies, have 
also been used.

Blood transfusion and postoperative 
immunocompetence
It is well recognized that blood transfusion sup presses 
some aspects of the immune response, giving rise to 
depressed delayed hypersensitivity reactions, de-
creased NK cell activity, decreased Th cells and de-
creased IL-2 production [23]. Although there are 
several theories to explain these effects, the explana-
tion is still not clear and nor is it known for certain 
which of the components of the blood transfusion 
are responsible for the changes. However, it appears 
that the donor leucocytes carrying foreign anti-
gens are most likely to be responsible for the 
immunosuppression.

In the patient undergoing surgery, the immuno-
suppressive effects of transfusion are compounded 
by the effects of anaesthesia and the stress response 
of the surgery itself. Three areas of concern 
have been highlighted: tumour recurrence rate, 

WEB_11.indd   152WEB_11.indd   152 7/5/2006   10:20:08 AM7/5/2006   10:20:08 AM



Infl ammation and immunity   153 

postoperative infection rate and the clinical course of 
pre-existing infl ammatory disorders such as Crohn’s 
disease.

Cancer immunology

Tumour cells display surface structures that are rec-
ognized as antigenic and that promote an immune 
response. Macrophages mediate tumour destruction 
by lytic enzymes and production of TNF-α; NK cells 
recognize tumour cells by an unknown mechanism 
and either bind to antibody coated tumour cells  —  
antibody-dependent cell-mediated cytotoxicity  —  or 
by secretion of a cytotoxic factor that is apparently 
only cytotoxic for tumour cells. Tumour cell antigens 
can often elicit the generation of specifi c serum anti-
bodies, which activate the complement system, pro-
ducing the membrane attack complex. However, 
some tumours are able to endocytose the hole in the 
cell membrane produced by the membrane attack 
complex pore and repair the cell membrane before 
lysis occurs. Complement products can also induce 
chemotaxis of macrophages and neutrophils and 
release of toxic mediators. Ironically, antibodies to 
tumour cells may also enhance tumour growth, pos-
sibly by masking tumour antigens and preventing 
recognition by NK cells.

Cancer immunotherapy
A number of experimental immunotherapy regi-
mens have been used in the treatment of cancer. In-
jections of cytokines including IFNs and TNF-α have 
been shown to be benefi cial in some cancers. How-
ever, cytokine therapy may also result in unwanted 
side-effects including fever, hypotension and de-
creased leucocyte counts. Chronic lymphocytic leu-
kaemia is characterized by the accumulation of 
leukaemic B cells and depressed immune responses. 
In particular, the T-cell abnormalities in these pa-
tients lead to increased risk of infection and hamper 
recognition and elimination of leukaemic cells by the 
immune system. In vitro expansion and activation of 
patients’ T-cell populations has been tested as a po-
tential therapy, and results in decreased numbers of 
leukaemic B cells, through increased apoptosis [24]. 
Most cancer immunotherapy strategies work by en-
hancing apoptosis of tumour cells and genetic ap-

proaches are now being tested [25]. Specifi cally, 
trials in patients with IFN-β resistant tumours such 
as glioma or melanoma, in whom the IFN-β gene is 
delivered in liposomes, have had some success [26].

HIV and AIDS

Human immunodefi ciency virus (HIV) is the causa-
tive agent for acquired immunodefi ciency syndrome 
(AIDS). The virus infects host cells by binding to CD4 
molecules on the cell membranes of T lymphocytes. 
When the virus enters the cell, it copies its RNA into 
DNA and the DNA can then integrate into the host 
DNA, forming a pro-virus that can remain in a dor-
mant state for varying lengths of time. Activation of 
an HIV-infected Th cell also triggers activation of the 
pro-virus, leading to destruction of the host cell and 
severe immune system depression. Because only 
approximately 0.01% of the Th cells are infected by 
the virus in an HIV-infected individual, the exten-
sive depletion of the Th cell population implies that 
uninfected Th cells are also destroyed. Several me-
chanisms have been proposed for this, including 
complement-mediated lysis, apoptosis or antibody-
mediated cytotoxicity. Early immunological changes 
include loss of in vitro proliferative responses of Th 
cells; reduced IgM synthesis; increased cytokine syn-
thesis and reduced DTH responses. Later abnormali-
ties include loss of germinal centres in lymph nodes; 
marked decreases in Th cell numbers and functional 
activity; lack of proliferation of HIV-specifi c B cells 
and lack of anti-HIV antibodies; shift in cytokine pro-
duction from Th1 to Th2 subsets; and complete ab-
sence of DTH responses.

Treatment of HIV infection is via highly active 
antiretroviral therapy, usually in combinations of 
several drugs. Current therapeutic options and pre-
viously unexploited viral and cellular targets have 
been recently reviewed by Barbaro et al. [27].

Sepsis, SIRS and multiorgan failure

Severe infection leads triggering of the innate 
immune responses such as activation of phagocytic 
cells and activation of the alternative complement 
cascade, leading to the production of TNF-α 
and IL-1β. Secondary mediators including other 
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cytokines, prostaglandins and PAF are then released, 
with further activation of complement and the acute 
phase response, expression of adhesion molecules, 
T-cell selection, antibody production and release 
of oxygen-derived free radicals. Other toxins and 
cellular debris must also trigger such a systemic 
infl ammatory response, because this process also 
occurs in the absence of LPS release  —  resulting in 
the systemic infl ammatory response syndrome 
(SIRS).

Local effects of the infl ammatory response are 
essential for the control of infection. Prolonged 
systemic exposure to high concentrations of 
cytokines and other components of the immuno-
infl ammatory cascade may contribute to the devel-
opment of multiorgan dysfunction syndrome. 
Damage and activation of the endothelium, which 
plays a pivotal role in the regulation of haemostasis, 
vascular tone and fi brinolysis, has profound conse-
quences. The endothelium produces several sub-
stances that regulate infl ammation and regional 
perfusion, including nitric oxide, vasoactive arachi-
donic acid metabolites and cytokines. Changes in the 
balance of concentrations of these substances may 
contribute to the pathogenesis of multiorgan failure. 
Phagocytic cells are in constant contact with the en-
dothelium and disturbance of the relationship be-
tween these two cell types may result in direct tissue 
damage as a result of local production of oxygen-de-
rived free radicals, hypochlorous acid and proteolytic 
enzymes. Another hypothesis to explain the ob-
served tissue damage and organ dysfunction is that 
of local tissue ischaemia and hypoxia as a result of 
microthrombi formed by a coagulopathy or platelet 
or white cell aggregates. There is evidence for all of 
these mechanisms and it is probable that the patho-
genesis of multiorgan dysfunction syndrome and 
failure is diverse and complex and is unlikely to be 
attributable to a single mechanism.

Immunotherapy in sepsis
Mortality from sepsis associated with metabolic aci-
dosis, oliguria, hypoxaemia or shock, has remained 
high, even with intensive medical care, including 
treatment of the source of infection, intravenous fl u-
ids, nutrition, mechanical ventilation for respiratory 
failure, all of which are recognized standard treat-
ments of sepsis. During the initial response to infec-

tion, tissue macrophages generate infl ammatory 
cytokines, including TNF-α, IL-1 and IL-8 in re-
sponse to bacterial cell wall products. Although cy-
tokines play an important part in host defence by 
attracting activated neutrophils to the site of infec-
tion, inappropriate and excessive release into the 
systemic circulation may lead to widespread micro-
vascular injury and multiorgan failure. All clinical 
series (with one exception) have shown that tested 
immunotherapies aimed at modulating the exces-
sive expression of key cytokines, such as interleukins 
and TNF-α, designed to reduce the mortality rate 
associated with sepsis, have been either equivalent 
or inferior to placebo [28].

Both soluble receptors and monoclonal antibodies 
directed against receptors can be used to block the in-
teraction of a cytokine with its receptor. This then 
prevents transduction of the appropriate biological 
signal in the target cell. The cloning of genes encod-
ing cytokine receptor chains and the characteriza-
tion of their soluble forms has resulted in new 
approaches to anticytokine therapy. Injection of a 
recombinant soluble receptor might prevent the del-
eterious effect of excessive cytokine production. In 
addition to soluble receptors, monoclonal antibodies 
that block cellular cytokine receptors can be used as 
anticytokine therapy. However, these small mole-
cules have short half-lives and therefore derivatized 
molecules with longer half-lives and higher affi nity 
have now been developed. However, it has been 
shown that cytokine complexed to such binding pro-
teins is still available for receptor binding. It is possi-
ble that these complexes can still act as agonists in 
vivo, depending on concentrations of other media-
tors and relative receptor expression. Another ap-
proach to minimizing the deleterious effects of the 
uncontrolled infl ammatory process is to blunt the 
fi nal common pathways of damage (i.e. using either 
agents that decrease free radical production or anti-
oxidants that inactivate free radicals as they are 
produced).

Blockade of any single or combined infl ammatory 
mediator may not be successful for a number of rea-
sons [28]. First, the infl ammatory process is a normal 
response to infection and is essential not only for the 
resolution of infection but also for the initiation of 
other adaptive stress responses required for host sur-
vival. Secondly, the profound redundancy of action 
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of many cytokines means that there are many over-
lapping pathways for cellular activation and further 
mediator release. In addition, the synergism of 
actions and effects of cytokines suggests that imbal-
ance in the process of the immune response may be 
adversely affected by inhibition of a single agent. Ex-
ogenously administered anticytokine therapy may 
have unrecognized effects because of interaction 
with naturally occurring immunomodulators or 
their receptors. Finally, the timing of any potential 
anticytokine therapy is clearly crucial.

Activated protein C
The infl ammatory and pro-coagulant host responses 
to infection are intricately linked. Infectious agents, 
endotoxin and infl ammatory cytokines such as TNF-
α and IL-1β activate coagulation by stimulating the 
release of tissue factor from monocytes and endothe-
lial cells. Up-regulation of tissue factor leads to the 
formation of thrombin and a fi brin clot. While in-
fl ammatory cytokines are capable of activating coag-
ulation and inhibiting fi brinolysis, thrombin is 
capable of stimulating several infl ammatory path-
ways. The end result may be widespread injury to the 
vascular endothelium, multiorgan dysfunction and 
ultimately death. Protein C is an endogenous pro-
tein, a vitamin K dependent serine protease, that 
promotes fi brinolysis, while inhibiting thrombosis 
and infl ammatory responses. It is therefore an im-
portant modulator of the coagulation and infl amma-
tory pathways seen in severe sepsis.

Activated protein C can intervene at multiple 
points during the systemic response to infection. It 
exerts an antithrombotic effect by inactivating fac-
tors Va and VIIIa, limiting the generation of thrombin. 
As a result of decreased thrombin levels, the 
thrombin-mediated infl ammatory, pro-coagulant 
and antifi brinolytic response is attenuated. In vitro 
data indicate that activated protein C exerts an anti-
infl ammatory effect by inhibiting the production of 
TNF-α, IL-1β and IL-6 by monocytes, and limiting 
monocyte and neutrophil adhesion to the endotheli-
um [29]. Reduced levels of protein C are found in the 
majority of patients with sepsis and are associated 
with an increased risk of death. A multicentre trial 
revealed that administration of human recombinant 
activated protein C in patients with severe sepsis re-
duced mortality, such that one additional life would 

be saved for every 16 patients treated with activated 
protein C [30].

Immunosuppression in sepsis and 
SIRS: CARS
Depressed immune status including decreased 
blood cell counts, low expression of surface markers 
(e.g. MHC class II antigen), altered NK cell activity, 
diminished cellular cytotoxicity and reduced antigen 
presentation, poor proliferation in response to mi-
togens and depressed cytokine production have been 
described in some patients with sepsis and SIRS [31]. 
This is termed compensatory anti-infl ammatory re-
sponse syndrome (CARS). It has been suggested that 
when the SIRS response predominates, it is associat-
ed with organ dysfunction and cardiovascular com-
promise leading to shock; in contrast, when CARS 
predominates, it is characterized by anti-infl amma-
tory responses associated with a suppression of 
the immune system  —  immunoparalysis. Although 
alterations in immune response are probably 
associated with an enhanced sensitivity to nosoco-
mial infections, there is no clear demonstration that 
they are directly responsible for poor outcome in 
sepsis.
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CHAPTER 12

Shock: pathogenesis 
and pathophysiology
Anand Kumar

Introduction

The inability of cells to obtain or utilize oxygen in 
suffi cient quantity to optimally meet their metabolic 
requirements has classically been considered to be 
the pathophysiological basis of all forms of shock. In 
the fi rst half of the 20th century, the study of shock 
focused on the relatively distinct haemodynamic 
physiology that characterizes the different forms of 
shock. Since then, evidence has accumulated that 
the various types of clinical shock have signifi cant 
overlap in their haemodynamic characteristics. In 
parallel, shock of most aetiologies has been shown 
to involve similar biochemical and metabolic 
pathways. In this chapter, the pathophysiology and 
pathogenesis of shock is reviewed from the haemo-
dynamic to the molecular level.

Haemodynamic basis of shock

From a haemodynamic perspective, shock is the fail-
ure of cardiovascular adaptation to systemic dysho-
moeostasis induced by trauma, infection or other 
insult such that cardiac output or blood pressure are 
compromised. This failure is manifested by inade-
quate organ and tissue perfusion. Although effective 
perfusion is also dependent upon microcirculatory 
and intracellular factors (Table 12.1), the haemody-
namic aspects of shock can be described, in part, by 
the contributions of cardiac and arterial vascular 
function to blood pressure and cardiac output.

Arterial pressure
Although cardiac output may be expressed as a func-

tion of mean arterial pressure (MAP) and systemic 
vascular resistance (SVR), [CO = (MAP − CVP)/SVR], 
cardiac output (CO) is not directly dependent on 
MAP in most physiological states. Instead, blood 
pressure is typically dependent on cardiac output 
and vascular resistance. However, blood pressure 
provides a mechanism to indirectly sense cardiac 
output and global perfusion perturbations for au-
toregulatory purposes.

The ability of vascular beds in all organs to support 
normal blood fl ow is dependent on maintenance of 
blood pressure within the defi ned range for that 
organ (Fig. 12.1) [1]. Vital organs, the brain and 
heart in particular, are able to autoregulate blood 
fl ow over a wide range of blood pressure. Failure to 
maintain the minimal MAP and perfusion pressure 
required for autoregulation during hypodynamic 
circulatory shock indicates a severe reduction in car-
diac output. Pharmacological support of blood pres-
sure in such situations (with α-adrenergic agonists) 
usually results in decreased total systemic perfusion 
as sensitive vascular beds constrict and overall vas-
cular resistance increases. However, because of 
their strong autoregulatory capacity, vital organs 
will maintain increased perfusion under these 
conditions.

In addition to suffi cient cardiac output, effective 
perfusion requires appropriate distribution of blood 
fl ow. Failure to maintain blood pressure within the 
autoregulatory range results in distribution of blood 
fl ow that is strictly dependent on the passive me-
chanical properties of the vasculature [2]. This may 
result in inappropriate distribution of perfusion 
between and within tissues and organs. Late 
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Table 12.1 Determinants of effective tissue perfusion in 
shock.

1 Cardiovascular performance (total systemic perfusion/
cardiac output)
Cardiac function
Preload
Afterload
Contractility
Heart rate

Venous return
Right atrial pressure (dependent on cardiac function)
Mean circulatory pressure
Stressed vascular volume
Mean vascular compliance
Venous vascular resistance

Distribution of blood fl ow

2 Distribution of cardiac output
Intrinsic regulatory systems (local tissue factors)
Extrinsic regulatory systems (sympathetic/adrenal activity)
Anatomic vascular disease
Exogenous vasoactive agents (inotropes, vasopressors, 
vasodilators)

3 Microvascular function
Pre- and postcapillary sphincter function
Capillary endothelial integrity
Microvascular obstruction (fi brin, platelets, WBC, RBC)

4 Local oxygen unloading and diffusion
Oxyhaemoglobin affi nity
Red blood cell 2,3-DPG
Blood pH
Temperature

5 Cellular energy generation/utilization capability
Citric acid (Kreb’s) cycle
Oxidative phosphorylation pathway
Other energy metabolism pathways (e.g. ATP utilization)

ATP, adenosine triphosphate; 2,3-DPG, 2,3-
diphosphoglycerate; RBC, red blood cells; WBC, white 
blood cells.

Mean arterial pressure (mmHg)

0

0.5

1.0

1.5

2.0

Perfusion
(blood flow)
[× normal]

Autoregulation

50 100 150 200

Figure 12.1 Idealized representation of blood fl ow 
autoregulation. Outside the range of autoregulation, 
perfusion becomes dependent on mean arterial pressure.

haemorrhagic shock is characterized by abnormal 
microvascular fl ow with dilatation of precapillary 
sphincters [3].

Cardiac output
The fact that total systemic perfusion is defi ned by 
cardiac output underlies its importance in shock. The 

product of heart rate (HR) and stroke volume (SV) 
determines cardiac output [CO = HR × SV]. Stroke 
volume (a measure of myocardial performance) is 
dependent on preload, afterload and contractility.

Preload represents the extent of precontraction 
myocardial fi bre (or sarcomere) stretch. In vivo, 
preload is the end-diastolic ventricular volume. Be-
cause measurement of such volumes in the clinical 
context is diffi cult, intracardiac pressures, which can 
be determined more easily, are frequently substitut-
ed. There are diffi culties with this approach. The 
relationship of ventricular end-diastolic volume 
(preload) to end-diastolic pressure is non-linear. 
Further, alterations of myocardial compliance 
render CVP and pulmonary wedge pressure (PWP) 
unreliable as estimates of preload in critically ill 
patients [4].

Preload is dependent on circulating volume, ve-
nous tone, atrial contraction and intrathoracic pres-
sure among other factors [1,5]. Atrial contraction is 
particularly important in those with impaired ven-
tricular function. Although accounting for only 
5–10% of cardiac output in healthy humans, syn-
chronized atrial contraction contributes as much as 
40–50% of the cardiac output in patients with severe 
left ventricular dysfunction [5]. Increased intratho-
racic pressure or increased venous capacitance affect 
preload by reducing venous return [1,6]. Nitrova-
sodilators such as nitroglycerin may decrease cardiac 
output despite arteriolar vasodilatation as a result of 
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their venodilatory (decreased preload) effects. Con-
versely, the earliest increases in cardiac output seen 
with sympathetic stimulation and exogenous cate-
cholamine infusion are related to venoconstriction-
induced increases of venous return and preload [7]. 
Cardiogenic and some forms of obstructive shock are 
typically characterized by increased preload. Pre-
resuscitation distributive shock and hypovolaemic 
shock are uniformly associated with decreased 
preload.

Afterload refers to the total resistance to ejection 
of blood from the ventricle during contraction. In-
creasing afterload results in decreased extent and ve-
locity of myocardial contraction. Excessive afterload 
(aortic dissection, pulmonary embolus) causes some 
forms of obstructive shock. Ex vivo, afterload can be 
easily defi ned as a resistive force applied to an 
isolated papillary muscle. Because the heart does not 
displace a fi xed mass, but rather rhythmically moves 
a viscous non-Newtonian fl uid through branching 
viscoelastic conduits, the defi nition of afterload in 
vivo is diffi cult.

Afterload has been suggested to be equivalent to 
systolic myocardial wall stress. This defi nition sug-
gests that afterload is substantially dependent on in-
trinsic cardiac mechanical and functional properties 
[8]. An alternative approach equates left ventricular 
afterload with the mechanical properties of the arte-
rial side of the circulatory system. Aortic input im-
pedance, which represents the total resistance to 
fl ow from outside the left ventricle, is determined by 
the inertial and viscous properties of blood, and the 
resistive and viscoelastic properties of the arterial 
system. The term is inclusive of SVR, heart rate ef-
fects and pulse wave refl ections in the arterial tree 
[8]. While an accurate measure of afterload in pulsa-
tile systems, assessment of impedance is technically 
diffi cult, requiring continuous harmonic analysis of 
rhythmic variations of aortic pressure and fl ow. SVR 
is a limited approximation of aortic input impedance 
based on a model that assumes non-pulsatile fl ow. 
At a heart rate of 0, SVR and aortic input impedance 
are equivalent. From a clinical point of view, SVR is 
the most practical way of assessing afterload.

Afterload is increased in pathological conditions 
such as aortic stenosis, systemic embolism and hy-
pertension. Vasopressors including α-agonists (e.g. 

phenylephrine, noradrenaline) and vasopressin also 
increase afterload while nitrates and other vasodila-
tor agents decrease it. Increased intrathoracic pres-
sure, resulting from mechanical ventilation and 
positive end-expiratory pressure (PEEP), decreases 
left ventricular afterload while increasing right ven-
tricular afterload. Hypodynamic and hyperdynamic 
shock are usually characterized by increased and de-
creased afterload, respectively.

Contractility refers to the intrinsic ability of myo-
cardial fi bres to shorten under given loading condi-
tions. Under normal conditions, determinants of 
contractility include myocardial mass and sym-
pathoadrenal activation state. In pathological states 
(e.g. shock), hypoperfusion/ischaemia, myocardial 
cell injury (e.g. reperfusion injury, myocarditis), 
acidosis and circulating myocardial depressant 
substances (such as seen in sepsis) depress cardiac 
contractility.

As with preload and afterload, the ex vivo and in 
vitro assessments of contractility are straightforward. 
Assessment of in vivo contractility (even in experi-
mental animals) is substantially more diffi cult be-
cause of intrinsic lability of preload and afterload. 
Relatively load-independent variables such as peak 
systolic pressure : end-systolic volume ratio may be 
the most clinically useful measures of contractility 
[9]. Many of these variables can be obtained 
echocardiographically.

Microvascular function in shock

Preserved microvascular function (vessels of less 
than 100–150 µmol diameter) is a critical determi-
nant of appropriate tissue perfusion during shock. 
Although adequate cardiac output at suffi cient blood 
pressure is required for appropriate global perfusion 
and systemic haemodynamics, effective tissue per-
fusion also requires intact local and systemic micro-
vascular function.

Distribution of cardiac output is a complicated 
process involving local intrinsic autoregulation and 
extrinsic regulation mediated by autonomic tone 
and humoral factors. Blood fl ow to individual organs 
may be affected by systemwide changes in micro-
arteriolar tone or by local alterations in metabolic 
activity. Blood fl ow within organs also requires 
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microvascular regulation to match blood fl ow to 
areas of highest metabolic activity.

Autoregulation
Intrinsic control (autoregulation) of blood fl ow is 
thought to occur through two mechanisms. Rapid 
alterations of microvascular tone are mediated 
through endothelial stretch receptors so that sudden 
changes in perfusion pressure can be compensated 
by opposing changes in vascular resistance in order 
to maintain perfusion [10]. Increases in metabolic 
activity within tissues and organs are thought to 
cause local elevation of various metabolites (e.g. 
CO2, H

+), resulting in vasodilatation and increased 
perfusion to match substrate demand [10].

Extrinsic control
Extrinsic control of vascular tone is primarily exerted 
through the autonomic nervous system. Parasympa-
thetic release of acetylcholine to blood vessels results 
in nitric oxide and cyclic guanosine 3′,5′-monophos-
phate (GMP) generation in endothelial cells and vas-
cular smooth muscle leading to vascular relaxation. 
Increases of sympathetic tone cause local noradrena-
line (norepinephrine) release, activation of vascular 
α-adrenoreceptors and increased vascular tone. 
Under stress, adrenaline and noradrenaline can be 
systemically released by sympathetic stimulation of 
the adrenal medulla. Basal control of blood pressure 
and fl ow resides in the activity of the renin–
angiotensin system.

Alterations in microvascular function are effected 
through pre- and postcapillary sphincters that are 
sensitive to both intrinsic and extrinsic control 
mechanisms. Because exchange of carbon dioxide, 
oxygen and other substrates and metabolites, and 
compartmental regulation of fl uids occurs at the cap-
illary level, alteration of tone of either sphincter can 
have varying effects. Opening of either non-nutrient 
capillary sphincters (microanatomic shunts) [11] or 
increased fl ow to hypometabolic tissues (functional 
shunts) [12] will result in suboptimal distribution of 
substrate supply with increased mixed venous oxy-
gen saturation (MVO2) . Failure to dilate sphincters 
supplying metabolically active tissues may result in 
ischaemia and anaerobic metabolism with lactate 
production. Increased precapillary tone as seen with 

sympathetic stimulation results in increased blood 
pressure systemically and decreased hydrostatic 
pressure locally. This decreased hydrostatic pressure 
will favour redistribution of volume from the inter-
stitium to the circulation. Increased postcapillary 
tone (relative to precapillary) results in vascular 
pooling of blood and loss of fl uid to interstitium (be-
cause of increased hydrostatic pressure).

Blood fl ow
Organ blood fl ow changes are well characterized in 
shock states. Autoregulation of blood fl ow is depend-
ent on maintenance of blood pressure within a 
defi ned range which varies between organs. The au-
toregulatory capacity of various organs can be deter-
mined by mechanically altering blood pressure in the 
organ vascular bed. With isolated local hypotension, 
the brain exhibits dominant autoregulatory capabili-
ty with the ability to maintain blood fl ow over a wide 
range of pressures (30–200 mmHg in dogs) [2]. Coro-
nary perfusion is also substantially autoregulated at 
40–100 mmHg. In contrast, mesenteric and renal 
blood fl ow becomes pressure dependent below ap-
proximately 60 mmHg, while the vascular bed of 
skeletal muscle behaves in a passive manner at pres-
sures outside 50–100 mmHg. Human data suggest 
that overall, good autoregulation of blood fl ow exists 
in humans between pressures of 60–100 mmHg [2]. 
In the context of normal physiology, blood fl ow is not 
effectively autoregulated outside this range. Without 
local adaptation, this would result in mismatching of 
blood fl ow and metabolic demands producing organ 
failure and the metabolic correlates of shock. How-
ever, extrinsic adaptive mechanisms to protect the 
most vital organs come into play.

Hypovolaemia
During hypovolaemia and other hypodynamic forms 
of shock, extrinsic blood fl ow regulatory mecha-
nisms overwhelm the autoregulatory response of 
most vascular beds. Blood fl ow to the heart and brain 
are well preserved because of dominant local au-
toregulation of fl ow. Blood fl ow to other organs is re-
duced relative to the decrease in total cardiac output, 
as organ vascular resistance increases to maintain 
blood pressure [13]. This effect is mediated in part by 
both sympathetic neural activity and adrenal release 
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of catecholamines [2,13]. This adaptive mechanism 
maintains perfusion to vital organs at mild to moder-
ate levels of reduced cardiac output. If the insult is 
suffi ciently severe or prolonged, organ ischaemia 
and subsequent organ failure may develop. Even if 
resuscitation restores systemic circulatory haemody-
namics, microvascular perfusion abnormalities per-
sist for days [14]. Experimental data suggest that 
perfusion of brain, kidneys, liver and other splanch-
nic organs remains impaired following resuscitation 
from haemorrhagic shock [14]. Persistence of in-
adequate matching of tissue substrate demand and 
delivery after resuscitation of shock can lead to 
continued ischaemia or hypoxia of some tissues. This 
may explain why haemorrhagic shock-related tissue 
injury can be irreversible if the duration and severity 
is excessive. Animal models suggest this irreversible 
phase of severe haemorrhagic shock is characterized 
by vasodilatation of precapillary sphincters [3].

Sepsis
During sepsis and septic shock, organ blood fl ow is 
disturbed at higher mean arterial pressures, suggest-
ing a primary defect of microvascular function. Cere-
bral blood fl ow to the brain in humans has been 
shown to be depressed even before the onset of septic 
shock in patients with systemic infl ammatory 
response syndrome [15]. This pathological vaso-
constriction (apparently a unique response of the 
cerebral circulation to sepsis) does not appear to be 
the cause of septic encephalopathy. Cerebral au-
toregulation remains intact during sepsis [16]. The 
greater decrease in coronary than systemic vascular 
resistance during human septic shock may suggest 
that myocardial autoregulation also remains intact 
despite the fact that, in contrast to the brain, myocar-
dial perfusion is often increased during septic shock 
[17,18].

Animal models demonstrate that all other vascu-
lar beds (splanchnic, renal, skeletal, cutaneous) ex-
hibit decreased vascular resistance, with fl ow in 
these beds becoming increasingly dependent on car-
diac output. This suggests both an active vasodilatory 
process and failure of extrinsic control of blood fl ow 
[2]. Inappropriate levels of splanchnic and skeletal 
muscle perfusion are also observed in humans dur-
ing sepsis [19]. Other experimental data suggest that 

sepsis and septic shock are also associated with aber-
rant distribution of fl ow within organs [12]. In 
sepsis, vasodilatation and autoregulatory failure 
of the microvasculature may be responsible for 
mismatches of oxygen delivery and demand, result-
ing in anaerobic glycolysis with lactate production 
despite increased mixed venous oxygen saturation.

During both irreversible haemorrhagic shock and 
septic shock, peripheral vascular failure results in 
worsened matching of tissue demand and substrate 
supply, leading to failure of all organs and death. 
Among the potential responsible mechanisms are:
1 Tissue acidosis [20]
2 Catecholamine depletion and mediator-related 
vascular resistance to catecholamines [21]
3 Release of vasodilating and vasoconstricting ara-
chidonic acid metabolites [22]
4 Decreased sympathetic tone resulting from altered 
central nervous system (CNS) perfusion [23]
5 Pathologic generation of nitric oxide by vascular 
smooth muscle cells [24,25].

In addition to vasomotor dysfunction, shock is as-
sociated with other microvascular pathologies. Prime 
among these is disruption of endothelial cell barrier 
integrity. The endothelial layer is responsible for 
maintaining oncotic proteins (mostly albumin) 
within the circulatory space. During shock, capillary 
permeability is increased resulting in loss of plasma 
proteins into the interstitium. Endothelial injury, 
through the action of neutrophil-generated free rad-
icals [26] and nitric oxide generation [27] may ac-
count for this phenomenon. Release of vasoactive 
intermediaries such as histamine, bradykinin, plate-
let activating factor (PAF), leukotrienes and tumour 
necrosis factor α (TNF-α) appear to drive this patho-
logical process. Injury is initiated by leucocyte–
endothelial cell interactions via adhesion mole-
cules (integrins, selectins) which allow emigration of 
neutrophils to the tissues. Blockade of such activity 
or depletion of neutrophils attenuates tissue injury 
in animal models of shock [28]. With the loss of plas-
ma proteins, the plasma oncotic pressure drops, in-
terstitial oedema develops and circulating volume 
falls.

There is also evidence of intravascular haemagglu-
tination of red cells, white cells and platelets in 
almost all shock syndromes [12,29]. This may be 
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because of primary microvascular clotting leading to 
microthrombi. Alternately, clotting may occur as a 
consequence of primary endothelial damage result-
ing from circulating cytokines, free radicals produced 
by reperfusion and neutrophils or complement acti-
vation. In any case, the result may be further en-
dothelial cell injury, microvascular abnormalities 
and inadequate distribution of perfusion within tis-
sues. Decreased deformability of erythrocytes result-
ing from membrane free radical injury may also have 
a role in microcirculatory alterations in haemorr-
hagic and septic shock [30].

Mechanisms of cellular injury 
in shock

Shock of all forms involves common cellular meta-
bolic processes that typically end in cell injury, organ 
failure and death. The pathogenesis of cellular 
dysfunction and organ failure as a consequence of 
shock appears to involve multiple inter-related fac-
tors including cellular ischaemia, circulating or local 
infl ammatory mediators and free radical injury.

Cellular ischaemia
Cellular ischaemia clearly has a major role in cellular 
injury in most forms of shock. During early hypo-
volaemia, physiological adaptive mechanisms 
appear to compensate for decreased preload so that 
tissue perfusion is unaffected. Once cardiac output 
cannot be maintained and tissue perfusion of non-
vital, followed by vital, organs are compromised, 
increasing dependence on anaerobic glycolysis for 
cellular energy requirements becomes manifest. 
Intracellular lactate rises and pH falls. During circu-
latory shock, such adaptation is absent and progres-
sive defects of mitochondrial metabolism and 
adenosine triphosphate (ATP) generation occur. 
Essential ATP-dependent intracellular metabolic 
processes that may be adversely affected include 
maintenance of transmembrane electrical potential 
(sodium and potassium transport) [31], mitochon-
drial function [32], carbohydrate metabolism [33] 
and energy-dependent enzyme reactions. Some vital 
organs, such as the liver and kidney, are particularly 
sensitive and ATP-dependent processes are rapidly 
impaired [31,34–37]. Eventually, other organs 

including skeletal muscle become involved. 
Ultrastructural deterioration of mitochondria be-
comes apparent [38]. Worsening of shock, organ 
failure and death ensue.

In sepsis, tissue ATP levels may initially remain 
normal and mitochondrial function unaffected. This 
may suggest that ischaemia does not contribute to 
early septic organ dysfunction [39,40]. Overall nor-
mal levels of ATP, however, do not rule out the possi-
bility of patchy focal defi cits within tissues, related to 
inadequately distributed perfusion. Infl ammatory 
microthrombi in the microvasculature may mechan-
ically obstruct microcirculatory fl ow. This could re-
sult in cellular dysfunction resulting from persistent 
focal ischaemic areas. Evidence to support ischaemia 
as a contributor to cell dysfunction in sepsis includes 
evidence of oxygen supply-dependent oxygen con-
sumption, washout of organic acids (from ischaemic 
tissues) into the circulation in patients with sepsis 
and multiorgan dysfunction syndrome (MODS) 
after treatment with vasodilators, and elevated ATP 
degradation products with decreased acetoace-
tate : hydroxybutyrate ratio (suggestive of altered 
hepatic mitochondrial redox potential). Based on 
the totality of evidence, however, the question of 
whether ischaemia has a role in sepsis pathophysiol-
ogy remains an open question.

Infl ammatory mediators
Infl ammatory mediator effects on cellular metabo-
lism are of prime importance in organ dysfunction 
resulting from sepsis and septic shock. Circulating 
infl ammatory mediators may also have a substantial 
role in other forms of shock, including haemorrhagic 
shock associated with extensive tissue trauma 
[41,42]. Both sepsis and trauma are associated with 
generalized systemic activation of the infl ammatory 
response. Resulting cell injury and hypermetabolism 
may culminate in organ failure. A number of triggers 
can result in activation of the infl ammatory cascade. 
The best studied is endotoxin from Gram-negative 
bacteria but other bacterial antigens and cell injury 
itself can also initiate the cascade. Macrophage pro-
duction of cytokines such as TNF-α and interleukin 
1β (IL-1β) appears to be central.

TNF-α is a 51-kDa trimeric peptide produced by 
macrophages in response to a variety of infl am-
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matory stimuli including bacterial antigens and other 
cytokines. Circulating levels of TNF-α are transiently 
elevated soon after the onset of shock (particularly 
septic shock) [43]. Administration of TNF to animals 
or humans results in a hyperdynamic circulatory 
state (with or without a dose-dependent hypoten-
sion) similar to untreated sepsis and septic shock 
[44]. Although clinical trials to date have yielded 
disappointing results, anti-TNF strategies protect 
animals from experimental endotoxic and septic 
shock [45]. Among the many effects of TNF are 
release of IL-1, IL-6, IL-8, PAF, leukotrienes, 
thromboxanes and prostaglandins; stimulation of 
production and activity of polymorphonuclear leu-
cocytes; promotion of immune cell adhesion to en-
dothelium; activation of coagulation and complement 
systems; direct endothelial cell cytotoxicity; depres-
sion of myocardial contractility; and fever produc-
tion by the hypothalamus [44,46]. Notably, TNF 
causes alterations of skeletal transmembrane electri-
cal potential similar to those described in haemor-
rhagic and septic shock [47]. These membrane effects 
precede haemodynamic alterations suggesting that 
TNF exerts a primary effect on cell metabolism inde-
pendent of perfusion alterations. While TNF appears 
to be of central importance in the pathogenesis of 
septic shock, it is also known to be elevated in 
congestive heart failure [48] and haemorrhagic 
shock [41].

There are other substances involved in the infl am-
matory process:
• The interleukins. IL-1β, which can potentiate the in 
vivo effects of TNF; IL-2, which can cause haemody-
namic abnormalities in humans; IL-6, which is in-
volved in the acute phase response; and IL-10, which 
is an anti-infl ammatory cytokine that limits macro-
phage generation of pro-infl ammatory cytokines.
• γ-Interferon (IFN-γ) promotes the release of other 
cytokines and enhances adhesion of immune cells 
and promotes macrophage activation.
• Transforming growth factor β (TGF-β) is an anti-in-
fl ammatory cytokine that, in addition to limiting 
macrophage pro-infl ammatory responses, also 
blocks the effects of pro-infl ammatory cytokines on 
target cells.
• Endothelin-1 strongly promotes vasoconstriction, 
particularly in the renal vascular bed, possibly result-

ing in renal hypoperfusion and decreased glomeru-
lar fi ltration rate.
• Platelet activating factor (PAF) stimulates TNF, 
thromboxane and leukotriene release, stimulates 
free radical formation and alters microvascular 
permeability.
• Leukotrienes can release other arachidonic acid me-
tabolites, alter vascular endothelial permeability and 
may mediate vascular and myocardial depression in 
shock.
• Thromboxanes contribute to altered microvascular 
vasomotor and permeability function.
• Prostaglandins produce fever, induce vasodilata-
tion and inhibit thrombus formation.
• Complement fragments C3a and C5a constrict vascu-
lar smooth muscle, release histamine and promote 
chemotaxis [46].

In recent years, several newly recognized media-
tors have been shown to have important roles 
in shock, particularly septic shock. These include 
most notably, macrophage migration inhibitory 
factor (MIF) and high mobility group 1 protein 
(HMG-1). MIF has been shown to be produced 
by monocytes and macrophages following exposure 
to bacterial toxins including endotoxin, toxic 
shock syndrome toxin 1, streptococcal pyrogenic 
toxin A and to pro-infl ammatory cytokines includ-
ing TNF-α and IFN-γ [49]. MIF results in expression 
of other pro-infl ammatory mediators by monocytes 
and/or macrophages and activation of T cells. 
Increased MIF concentrations have been shown 
in the blood of mice subjected to peritonitis and 
in humans with septic shock [50]. Injection of 
MIF during experimental murine Escherichia coli 
peritonitis increases mortality [50]. HMG-1 also 
appears to have a key role in the pathogenesis of 
Gram-negative sepsis [51]. Mice show increased 
levels of HMG-1 in serum 8–32 hours after endotox-
in administration. Patients succumbing to septic 
shock also demonstrate increased serum HMG-1 lev-
els [51]. Administration of HMG-1 to control and en-
dotoxin-resistant mice induces dose-dependent 
mortality with signs consistent with endotoxic shock 
[51].

A circulating myocardial depressant substance is 
present in the blood of patients with septic shock 
who exhibit myocardial depression with biventricu-
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lar dilatation and reduced ventricular ejection frac-
tions [52]. Similar substances have been shown to be 
present in animal models of haemorrhagic shock 
[53]. Other data suggest canine myocardial infarc-
tion [54] and human cardiogenic shock [55] may 
also be associated with circulating myocardial de-
pressant substances. Serum from appropriate septic 
patients or animal models depresses myocardial 
tissue in vitro [52,56]. Myocardial depressant sub-
stances from both septic and haemorrhagic shock ap-
pear to be dependent on calcium [57]. The substance 
implicated in human sepsis appears to represent a 
synergistic combination of TNF and IL-1 that can 
produce depression by inducing myocardial nitric 
oxide production [52,58,59]. TNF and IL-1 are both 
elevated in shock and cause similar depression of 
myocardial tissue [58,60].

Nitric oxide
Another important mediator, nitric oxide, has a vital 
role in normal intracellular signal transduction [61]. 
Of particular importance to shock, nitric oxide is 
the mediator through which endothelial cells nor-
mally cause relaxation of adjacent smooth muscle 
[61]. Endothelial cells, through a constitutive nitric 
oxide synthase, produce picomolar quantities of ni-
tric oxide in response to a number of vasodilatory 
mediators such as acetylcholine and bradykinin. 
This nitric oxide diffuses to adjacent smooth muscle 
and activates guanylate cyclase to produce cyclic 
GMP which causes vascular relaxation. Nitrovaso-
dilators bypass nitric oxide synthase to relax smooth 
muscle directly through the guanylate cyclase path-
way. During septic shock, an inducible nitric oxide 
synthase capable of producing nanomolar quantities 
of nitric oxide is generated in vascular smooth 
muscle [25,61]. Studies have also implicated nitric 
oxide in late vascular dysfunction seen in haemor-
rhagic shock [24]. Nitric oxide-mediated generation 
of cyclic GMP may explain the profound loss of arte-
rial vascular tone and venodilatation seen in septic 
shock [25,26] and may, in part, explain irreversible 
vascular collapse seen late in haemorrhagic shock 
[24]. A potential role for nitric oxide in infl amma-
tion-associated oedema and third-spacing during 
shock has also been suggested [27,62]. The in vitro 
myocardial depressant effects of TNF, IL-1 and serum 

from septic humans may be mediated by a similar 
nitric oxide and cyclic GMP dependent pathway 
[44,58].

Finally, as part of the release of infl ammatory me-
diators, immune cells including macrophages, poly-
morphonuclear leucocytes and lymphocytes may be 
activated in some forms of hypodynamic shock (e.g. 
haemorrhagic shock) resulting in a self-perpetuating 
systemic infl ammatory response (similar to that seen 
in sepsis). This response can contribute to vascular 
and parenchymal injury and culminate in MODS.

Free radicals
Free radical injury induced by reperfusion or neu-
trophil activity is a mechanism of organ injury dur-
ing haemorrhagic and septic shock as well as burns 
and myocardial infarction [63]. During tissue ischae-
mia, oxygen defi ciency leads to accumulation of ATP 
degradation products including adenosine, inosine 
and hypoxanthine [64]. With resuscitation and 
reperfusion of ischaemic areas, oxygen drives the 
generation of superoxide (O2

–•), the most common 
precursor of reactive oxidants, by xanthine oxidase, 
in endothelial cells. Most of the superoxide is con-
verted, either spontaneously or through superoxide 
dismutase, to hydrogen peroxide (H2O2). This fur-
ther reacts to produce tissue damaging hydroxyl rad-
icals (or other highly reactive free radicals) [63]. 
These radicals interact with critical cell targets such 
as the plasma membrane, lipid membranes of or-
ganelles and various enzymes resulting in cell lysis 
and tissue injury. Oxidant activity, directly and 
through endothelial damage, attracts and activates 
neutrophils resulting in amplifi cation of superoxide 
generation by a neutrophil nicotinamide adenine 
dinucleotide phosphate (NADPH)-oxidase and in 
further tissue damage resulting from neutrophil 
protease release [63]. Injured tissue may release 
xanthine oxidase into the circulation resulting in 
systemic microvascular injury [65].

A parallel process occurs during reperfusion of 
ischaemic myocardium following myocardial 
infarction [66]. Thrombolytic therapy or balloon an-
gioplasty results in sudden delivery of oxygen to is-
chaemic myocardium. Although substantial salvage 
of myocardial function results, free oxygen radical 
mediated reperfusion injury can contribute to 
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myocardial ‘stunning’ [67]. Cardiogenic shock dur-
ing this phase may resolve as the reperfusion injury 
settles. Free radical damage likely also has a role in 
tissue damage during sepsis and septic shock. Fol-
lowing activation by infl ammatory mediators and 
during phagocytosis, polymorphonuclear leucocytes 
undergo a respiratory burst during which they con-
sume oxygen and generate both superoxide and hy-
drogen peroxide through a membrane-associated 
NADPH-oxidase [63]. Macrophages similarly pro-
duce oxygen radicals upon activation. Activation 
also enhances adhesion and tissue migration of leu-
cocytes so that both vascular endothelial and paren-
chymal tissue damage may result. Free radical injury 
may have an important role in the development of 
organ failure following shock [68].

Cellular membrane function
One of the most notable results of cellular injury in 
shock involves cellular membrane function. Move-
ment of most solutes through cells is partially de-
pendent on active transport through the plasma cell 
membrane. During both haemorrhagic and septic 
shock, marked changes of plasma membrane func-
tion occur. Normal gradients of sodium, chloride, 
potassium and calcium are not maintained. Changes 
of intracellular electrolytes and pH may affect sensi-
tive intracellular enzyme systems and further impair 
cell metabolism. Impairment of membrane function 
is refl ected by reversible changes in transmembrane 
electrical potential in skeletal muscle and liver. 
Because maintenance of membrane transport 
functions and electrochemical gradient is an energy-
dependent process, decreased production of ATP 
during shock has been proposed as the cause of this 
defect [35]. However, alterations of liver and skeletal 
muscle transmembrane potential occur early in 
shock prior to the decrease in levels of high-energy 
phosphates and onset of hypotension. Further, the 
membrane defect is not prevented by administration 
of membrane-permeable forms of high-energy phos-
phates such as ATP-MgCl2 [69].

Gene expression
Variations in stress response genes between individ-
uals and alteration of gene expression in immune, 
endothelial, muscle and organ parenchymal cells is 

another important aspect of cellular dysfunction and 
injury in circulatory shock. Although shock can be 
present immediately after injury (massive trauma, 
haemorrhage or endotoxin infusion) prior to the 
onset of substantial alterations of gene expression, its 
evolution is dependent on a combination of the on-
going nature of the insult, the genetically passive 
compensatory physiological and metabolic response, 
the underlying genotype with respect to stress re-
sponse elements, and stress-related modulation of 
gene expression in a variety of cells.

The clinical presentation of shock, progression of 
the syndrome and fi nal outcome may be substantia-
lly controlled by genetic factors [70]. Genetic factors 
have been best studied in septic shock. Studies have 
demonstrated that the human TNF promoter poly-
morphism, TNF2, imparts an increased susceptibility 
to and mortality from septic shock [71]. Other stud-
ies suggest increased TNF generation, severity of sep-
sis and mortality with another human TNF gene 
polymorphism [72]. A specifi c locus on chromosome 
12 in mice has been shown to be associated with re-
sistance to mortality resulting from TNF-induced 
shock [73]. Recently, a human IL-1 receptor antago-
nist gene polymorphism has been linked to increased 
susceptibility to sepsis [74]. Several additional linked 
polymorphisms have been described in recent years 
[75]. It appears likely that gene polymorphisms may 
also have similar roles in other forms of shock.

Beyond the role of gene alleles in the development 
and clinical response to shock, the progression of ir-
reversible circulatory shock and MODS may have its 
basis in genetically driven vascular or parenchymal 
responses. Production of cytokines by macrophages 
during shock requires acute expression of the genes 
coding for TNF, IL-1 and other pro-infl ammatory cy-
tokines. The production of adhesion molecules by 
endothelial cells and inducible nitric oxide synthase 
by vascular smooth muscle during shock requires ac-
tive up-regulation of gene expression. Both events 
are thought to be key to the development of MODS 
following shock in humans. In addition, human and 
animal research indicate that apoptosis, a genetically 
programmed process of cell autolysis, occurs in a va-
riety of organs during shock and subsequent organ 
failure [76,77]. Further research should elucidate 
the important link between irreversible and 
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refractory shock and shock-associated MODS and 
genetically programmed cell responses to infl amma-
tory stimulation and/or injury.

Whatever the initiating event or events, progres-
sive cell metabolic failure occurs. Mitochondrial ac-
tivity continues to deteriorate, subcellular organelles 
are damaged and intracellular (and possibly 
systemic) release of lysosome hydrolytic enzymes 
occurs, accelerating cell death and organ failure.

Oxygen supply dependency in shock

Reduced oxygen consumption relative to require-
ments has a pivotal role in all hypodynamic shock 
states and may also have a signifi cant role in hyper-
dynamic shock associated with hypermetabolism. 
Without a suffi cient supply of oxygen, mitochon-
drial oxidation of pyruvate (the citric acid cycle) is in-
hibited. This blocks aerobic energy production with 
resulting anaerobic production of ATP through the 
cytoplasmic pyruvate–lactate shunt pathway. 
Anaerobic metabolism yields just 5% of the energy 
of the aerobic pathway and results in accumulation 
of lactate (Fig. 12.2). Acidosis results as ATP is hydro-
lysed. The defi ciency of energy production can lead 
to manifestations of organ failure due to shock. The 

relationship of systemic oxygen delivery to oxygen 
consumption in shock and related states has been the 
subject of substantial research over the last two dec-
ades. Newer trends in therapy of shock and related 
states are predicated on concepts developed through 
this work [78].

Systemic oxygen delivery (DO2) is the amount of 
oxygen delivered to the body per unit time and is the 
product of cardiac output or systemic perfusion (Q) 
and total oxygen content of arterial blood (CaO2). 
Systemic oxygen consumption (VO2) can be defi ned 
by the difference between the oxygen content of ar-
terial and venous blood (or the difference between 
systemic oxygen delivery and return) so that VO2 = Q 
× (CaO2 − CvO2) where CvO2 equals the oxygen con-
tent of venous blood. The oxygen extraction ratio, a 
measure of the proportional amount of oxygen 
utilized for the amount of oxygen delivered, is 
represented by VO2/DO2 or more simply by SaO2 − 
SvO2/SaO2. Normal extraction ratio in humans at 
rest is 0.25–0.33 [79] refl ecting a mixed venous 
oxygen saturation of 65–70%. Under conditions of 
reduced cardiac output, mixed venous oxygen 
saturation can fall to 25–30%, indicating extraction 
ratios of approximately 0.7 [79].

Humans and other large vertebrates share the abil-
ity to maintain a constant VO2 over a wide range of 
oxygen deliveries (Fig. 12.3). As oxygen delivery is 
lowered, however, a critical oxygen delivery point 
(DO2crit) is reached below which VO2 becomes a 
linear function of DO2. This critical oxygen delivery 
appears to be constant (for a given metabolic rate) 
and is independent of the method by which oxygen 
delivery is reduced (decreased perfusion, haemo-
globin concentration or arterial oxygen saturation). 
Above this critical delivery, oxygen extraction ratio 
varies to maintain a constant VO2. At the DO2,crit ex-
traction ratio is maximal and further decreases in ox-
ygen delivery cannot be supported while maintaining 
VO2. Below this point, tissue hypoxia ensues and 
anaerobic metabolism is thought to support limited 
ATP generation resulting in lactate production. Con-
stant VO2 while DO2 increases have been used to infer 
that VO2 is equivalent to basal oxygen demand when 
DO2 is not a limiting factor. A similar biphasic oxygen 
consumption response is seen in isolated tissues and 
organs and available evidence suggests that organ 

Anaerobic glycolysis

CO2

Aerobic glycolysis

(Cytoplasm) (Mitochondria)

Glycogen Glucose Pyruvic acid

Lactate

Citric
acid
cycle

H2O2ATP
36ATP

Figure 12.2 Aerobic and anaerobic glucose metabolism. 
Under anaerobic conditions, pyruvic acid cannot enter the 
citric acid cycle in the mitochondria to support aerobic 
production of adenosine triphosphate (ATP). Shunting to 
the lactate pathway within the cytoplasm produces less 
high-energy phosphates per mole of glucose metabolized. 
Intracellular acidosis results when hydrolysis of ATP 
molecules results in production of H+ ions which cannot be 
cleared via anaerobic metabolism. After Mizock and Falk 
[121] with permission.
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DO2crit in vivo is similar to whole body DO2crit [80]. In 
anaesthetized humans, the critical point appears to 
be 8–10 mL/min/kg [81]. A number of diffi culties 
preclude obtaining a similar defi nitive value for the 
critically ill (primarily that the metabolic rate of criti-
cally ill patients is not at all stable within or between 
patients). In those studies in which a critical value 
was found, it ranged widely, from 7 to 15 mL/kg/min 
[81]. This phenomenon of a biphasic relationship 
between DO2 and VO2 with VO2 being independent 
of DO2 at higher delivery levels and linearly depend-
ent on DO2 below a critical delivery value is termed 
physiologic oxygen supply dependency.

Because hypoxaemia and anaemia can be acutely 
compensated by increased cardiac output, physio-

logical oxygen supply dependency in humans is pri-
marily seen during low output circulatory shock 
(hypovolaemic, cardiogenic and obstructive) associ-
ated with increased lactate levels. Evidence support-
ing oxygen supply dependency in other conditions 
such as congestive heart failure, sleep apnoea, pul-
monary hypertension and chronic obstructive lung 
disease is less certain. During hypovolaemic, cardio-
genic and obstructive shock, the extraction ratio is 
maximal but DO2 is reduced below the critical point.

Experimental animal and clinical human data 
have suggested that during septic shock, sepsis, trau-
ma and related hypermetabolic conditions with 
elevated lactate levels (such as Acute Respiratory 
Distress Syndrome [ARDS] and MODS), a pathologi-
cal oxygen supply dependency may exist [82]. Path-
ological supply dependency is defi ned by an increased 
critical oxygen delivery and decreased maximal oxy-
gen extraction ratio so that oxygen supply depend-
ency appears to exist over a wide range of oxygen 
delivery values. In the hypermetabolic conditions 
postulated to be associated with this phenomenon, 
oxygen demand and delivery are typically elevated, 
extraction ratio is reduced and the DO2crit is shifted 
far to the right such that oxygen supply dependency 
may be observed throughout normal or even 
elevated cardiac outputs [83].

The reasons for the defect of oxygen extraction in 
septic conditions may have to do with the microvas-
cular and cellular metabolic alterations that charac-
terize sepsis and other states of systemic infl ammatory 
activation: microvascular thrombi, altered vasomo-
tor regulation, endothelial cell injury and, later, cell-
ular metabolic dysfunction.

Most available evidence suggests that pathological 
oxygen supply dependency seen in septic conditions 
remains associated with tissue ischaemia and anaer-
obic glycolysis (for ATP generation) because lactic 
acidosis is usually present. In addition, increases in 
VO2 with increasing DO2 (through fl uid loading or in-
otrope administration) appear to be dependent on 
the presence of elevated lactate.

The methodology of studies that support the exist-
ence of pathological oxygen supply dependency in 
hypermetabolic states such as sepsis has been ques-
tioned. Most have utilized the Fick principle by 
calculating oxygen consumption as the difference 

O2
Consumption

(VO2)
Physiologic O2 supply–consumption relationship
Pathologic O2 supply–consumption relationship

O2
Extraction

ratio

Serum
lactate

Physiologic
DO2Crit

? Pathologic
DO2Crit

O2 delivery (DO2)

Figure 12.3 Oxygen supply dependent oxygen 
consumption in shock. Physiological supply dependent 
oxygen consumption is characterized by a biphasic 
relationship between oxygen delivery (Do2) and oxygen 
consumption (Vo2). The infl ection point defi nes the 
physiologic critical oxygen delivery (Do2crit). Below this 
Do2crit, Vo2 is linearly dependent on Do2, the oxygen 
extraction ratio is maximal and lactate (indicating 
anaerobic metabolism) is produced. Above the 
physiological Do2crit, Vo2 is independent of Do2, the 
oxygen extraction ratio varies to maintain a constant Vo2 
and lactate is not produced. Pathological oxygen supply 
dependency exists when oxygen consumption is 
dependent on oxygen delivery over a much wider range of 
oxygen delivery values. The Do2 is shifted to the right, the 
oxygen extraction ratio varies throughout a wide range of 
Do2 values and lactate is produced with higher than 
normal oxygen delivery. This condition has been thought 
to be associated with hyperdynamic shock states, 
particularly septic shock.
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between arterial oxygen transport from the heart 
and venous oxygen delivery back to the heart. 
Because both VO2 and DO2 are derived from shared 
variables (particularly cardiac output), the possibility 
exists that covariation of the two may be a result of 
mathematical coupling. In addition, other support-
ive studies have involved augmentation of cardiac 
output with catecholamines. However, catecho-
lamines are associated with dose-dependent 
increases of oxygen consumption (as well as oxygen 
delivery) in normal volunteers that could mimic 
‘pathologic’ oxygen supply dependency [84]. Studie s 
using differences of inspired and expired oxygen 
content to determine VO2 have tended to suggest that 
pathologic supply dependency is not present in ei-
ther sepsis or ARDS associated with normal or in-
creased serum lactate [85,86]. These studies suggest 
that the DO2crit is similar in both septic and non-
septic critically ill patients and may be as low as 4–
5 mL/kg/min [87]. Nuclear magnetic spectroscopy 
studies, by demonstrating normal high-energy phos-
phate generation in septic tissues, are consistent with 
the view that pathological oxygen supply dependen-
cy does not exist in septic states [39].

For low output forms of shock, standard resuscita-
tion to normal stressed cardiac output and blood 
pressure generally results in oxygen delivery above 
the relatively unchanged DO2 crit. Evidence of hy-
poperfusion (whether clinical examination, blood 
pressure or mixed venous oxygen saturation) indi-
cating that oxygen delivery may be defi cient necessi-
tates continued resuscitation. Bland et al. [88] have 
demonstrated that high-risk survivors of surgical 
procedures have higher values of cardiac index, DO2 
and VO2 (median 4.5 L/min/m2, 600 mL/min/m2 
and 170 mL/min/m2, respectively) than do non-
survivors. In several prospective randomized trials, 
an improved survival rate was found in hyper-
dynamic resuscitation protocol surgical patients 
compared with controls resuscitated to standard 
parameters [89,90].

The haemodynamic approach (after standard re-
suscitation) to sepsis, septic shock and related condi-
tions is more controversial. Augmentation of cardiac 
index or oxygen delivery values using inotropes has 
been suggested to potentially improve mortality. 
Shoemaker et al. [91] suggested target values for car-

diac index, DO2 and VO2 of 5.5 L/min/m2, 1000 mL/
min/m2 and 190 mL/min/m2, respectively, based on 
median values of a series of survivors. While evi-
dence continues to suggest increased cardiac index 
and DO2 are associated with improved survival in 
septic shock, no studies have been able to demon-
strate a conclusive causal relationship. Several well-
designed randomized studies of sepsis and septic 
shock in medical patients have suggested mortality 
may be increased when inotropes are routinely uti-
lized to achieve supranormal oxygen delivery targets 
[92,93]. Similarly, increased cardiac index, oxygen 
delivery or oxygen consumption characterizes survi-
vors of trauma (another hypermetabolic condition) 
[94] but clear data to demonstrate that survival can 
be improved by augmenting oxygen transport to 
supranormal values are not entirely convincing 
[89,95]. The effi cacy of this approach in high-risk 
septic surgical patients also remains an open ques-
tion [90]. A recent randomized controlled trial has 
suggested effi cacy when early goals directed therapy 
of septic shock is implemented in a protocolized 
manner [78].

Compensatory responses to shock

Shock is usually not a discrete condition occurring 
abruptly after injury or infection. With the onset of 
haemodynamic stress, homoeostatic compensatory 
mechanisms engage to maintain effective tissue 
perfusion. At this time, subtle clinical evidence of 
haemodynamic stress may be apparent (tachycardia, 
decreased urine output) but overt evidence of shock 
(hypotension, altered sensorium, metabolic acido-
sis) may not. Therapeutic interventions have a high 
probability of preventing ischaemic tissue injury and 
initiation of systemic infl ammatory cascades during 
this early compensated stage. Adaptive compensato-
ry mechanisms fail and organ injury ensues if the 
injury that initiates the shock is too extensive or 
progresses despite therapy. As the duration of estab-
lished shock increases, therapy is less likely to be 
effective in preventing organ failure and death.

Various sensing mechanisms involved in physio-
logical compensatory responses exist to recognize 
haemodynamic and metabolic dyshomoeostasis. 
Low-pressure right atrial and pulmonary artery 
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stretch receptors sense volume changes. A decrease 
in circulating volume (or increase of venous capaci-
tance) results in an increase in sympathetic discharge 
from the medullary vasomotor centre [1,96,97]. 
Aortic arch, carotid and splanchnic high-pressure 
baroreceptors sense early blood pressure changes 
close to the physiologic range [1,96,97]. An increase 
of sympathetic discharge from the medullary vaso-
motor centre results from a small to moderate de-
crease in blood pressure associated with early shock. 
However, once mean arterial pressure falls below ap-
proximately 80–90 mmHg, aortic baroreceptor ac-
tivity is absent. Subsequently, carotid baroreceptor 
response is eliminated as mean pressure falls below 
60 mmHg. As blood pressure falls further, carotid 
and aortic chemoreceptors, sensitive to decreased 
PO2, increased PCO2 and increased hydrogen ion con-
centrations (decreased pH), dominate the response. 
These receptor complexes, active only when mean 
blood pressure is less than approximately 80 mmHg, 
are of minimal relevance during physiological states 
[1]. During shock, they make a substantial contribu-
tion to increases of sympathetic tone.

During severe shock, the most powerful stimulus 
to sympathetic tone is the CNS ischaemic response 
[1]. The lower medullary chemoreceptors for this 
response (thought to be sensitive to increased CO2 
associated with decreased cerebral perfusion) be-
come active when mean blood pressure falls below 
60 mmHg. Sympathetic stimulation provided by 
these receptors peaks at mean pressures of 15–
20 mmHg and results in maximal stimulation of the 
cardiovascular system [1]. The Cushing response to 
increased intracranial pressure is an example of acti-
vation of this refl ex under different circumstances.

Other mechanisms also have a role in the compen-
satory response to shock. Vasopressin release is regu-
lated by alterations of serum osmolality. During 
effective hypovolaemia resulting from intravascular 
volume loss or increased vascular capacitance, low 
pressure, right atrial stretch receptors can override 
osmolar control of vasopressin response to effect re-
tention of body water [1,98]. Similarly, during hypo-
volaemia and shock, the juxtaglomerular apparatus 
in the kidneys respond to decreased perfusion pres-
sure by renin release [1].

All compensatory responses to shock, whether 

haemodynamic, metabolic or biochemical, support 
oxygen delivery to vital organs. These responses are 
similar (to varying extents) for different classes 
of shock and can be broken down into four 
components:
1 Maintenance of mean circulatory pressure (a 
measure of venous pressure) by either maintaining 
total intravascular volume, or increasing stressed 
volume (i.e. increasing venous tone)
2 Optimizing cardiac performance
3 Redistributing perfusion to vital organs
4 Optimizing unloading of oxygen at the tissue 
(Table 12.2; Fig. 12.4).

Mean circulatory pressure and venous return are 
sustained in early shock by a number of mechanisms. 

Table 12.2 Cardiovascular/metabolic compensatory 
responses to shock.

1 Maintain mean circulatory pressure (venous pressure)
Volume
Fluid redistribution to vascular space
 from interstitium (Starling effect)
 from intracellular space (osmotic)
Decreased renal fl uid losses
 glomerular fi ltration rate
 aldosterone
 vasopressin

Pressure
Decreased venous capacitance
 sympathetic activity
 circulating (adrenal) adrenaline
 angiotensin
 vasopressin

2 Maximize cardiac performance
Increase contractility
Sympathetic stimulation
Adrenal stimulation

3 Redistribute perfusion

Extrinsic regulation of systemic arterial tone

Dominant autoregulation of vital organs (heart, brain)

4 Optimize oxygen unloading
Red cell 2,3-DPG
Tissue acidosis
Pyrexia
Tissue PO2
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Acutely, total intravascular volume is supported by 
alterations of capillary hydrostatic pressure as de-
scribed by Starling [99]. Sympathetic activation re-
sults in precapillary vasoconstriction. In combination 
with initial hypotension, this results in decreased 
capillary hydrostatic pressure [99]. A decrease in 
capillary hydrostatic pressure enhances intravascu-
lar fl uid shift due to maintained plasma oncotic pres-
sures. Transcapillary fl uid infl ux following removal 
of 500–1000 mL blood volumes in humans can be as 
high as 2 mL/min with full correction of intravascu-
lar volume by 24–48 hours [100]. The intravascular 
volume may also be supported by the osmotic activ-
ity of glucose generated by glycogenolysis. Increased 

extracellular osmolarity results in fl uid redistribu-
tion from the intracellular to the extracellular space.

Intravascular volume is also conserved by decreas-
ing renal fl uid losses. Renal compensatory mecha-
nisms are of limited value in acute shock but can 
have more impact in the subacute phase. Decreased 
renal perfusion associated with reduced cardiac out-
put and afferent arteriolar constriction results in a 
fall in glomerular fi ltration rate and urine output. In 
addition, decreased renal perfusion pressure, sym-
pathetic stimulation and compositional changes in 
tubular fl uid [1] result in renin release from the jux-
taglomerular apparatus. Renin release leads to adre-
nal cortical release of aldosterone (via antiotensin II) 
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Figure 12.4 Neurohormonal response 
to shock. During early cardiovascular 
stress, the neurohormonal response 
may involve increased activity of 
the juxtaglomerular apparatus and 
stimulation of right atrial and 
pulmonary artery low pressure 
mechanoreceptors. With progressive 
hypotension, high pressure vascular 
baroreceptors, vascular 
chemoreceptors and the medullary 
chemoreceptor are sequentially 
stimulated resulting in augmented 
neurohormonal activity. 
Increased pituitary hormone 
(adrenocorticotrophic hormone 
[ACTH] and antidiuretic hormone 
[ADH]) release and increased 
sympathetic outfl ow from the central 
nervous system result. Volume 
retention, increased venous tone, 
increased cardiac contractility and 
blood fl ow redistribution to vital organs 
occur as a consequence.
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which increases sodium reabsorption in the distal tu-
bules of the kidney in exchange for potassium or hy-
drogen ion [1]. Angiotensin II also exerts a powerful 
direct vasoconstricting effect (particularly on me-
senteric vessels) while increasing sympathetic out-
fl ow and adrenal adrenaline release. Vasopressin 
(antidiuretic hormone) release occurs through acti-
vation of right atrial low pressure. Angiotensin II 
augments this release by increasing sympathetic out-
fl ow. The release of vasopressin from the posterior 
pituitary results in water retention at the expense of 
osmolarity. Hyponatraemia can result. Vasopressin, 
like angiotensin II, also results in vasoconstriction, 
particularly of the splanchnic circulation.

Finally, increased sympathetic activity and release 
of adrenal adrenaline results in systemic venocon-
striction, particularly of the venous capacitance ves-
sels of the splanchnic circulation. This supports mean 
circulatory pressure and venous return by increasing 
stressed volume.

Increased sympathetic nervous system activity ac-
counts for most of the enhancement of cardiac 
perform ance during shock. Local release of no-
radrenaline by sympathetic nerves and systemic re-
lease of adrenaline result in stimulation of cardiac 
α- and β-adrenergic receptors resulting in increases 
of heart rate and contractility that optimize cardiac 
output and support blood pressure. Angiotensin II 
may also exert direct as well as indirect (sympathetic 
stimulation) inotropic effects on myocardium. Im-
proved cardiac function also results in decreased right 
atrial pressure which tends to increase venous 
return.

Redistribution of blood fl ow during shock has al-
ready been discussed. Increased sympathetic vaso-
constrictor tone, systemic release of adrenaline from 
the adrenals, vasopressin, endothelin and angio-
tensin II cause vasoconstriction in all sensitive vascu-
lar beds including skin, skeletal muscle, kidneys and 
splanchnic organs [2]. Dominant autoregulatory 
control of blood fl ow spares brain and heart blood-
work from these effects. Redistribution of fl ow to 
these vital organs is the effective result.

The effects of decreased delivery of oxygen to the 
tissues during shock can be attenuated by local adap-
tive responses. Hypoperfusion and tissue ischaemia 
will result in local acidosis because of decreased clear-
ance of CO2 and anaerobic metabolism. Local acido-

sis results in decreased affi nity between oxygen and 
haemoglobin at the capillary level [1]. The resultant 
rightward shift of the oxyhaemoglobin dissociation 
curve allows greater unloading of oxygen from hae-
moglobin for a given PO2. Tissue ischaemia is also 
accompanied by decreased tissue PO2 (relative to 
normal) which will further augment unloading of 
oxygen. Pyrexia associated with sepsis may also con-
tribute to a rightward shift of the oxyhaemoglobin 
dissociation curve while hypothermia is associated 
with a leftward shift. For that reason, maintenance 
of normothermia during resuscitation from shock is 
helpful in optimizing oxygen unloading.

Organ system dysfunction resulting 
from shock (Table 12.3)

Central nervous system
Central nervous system neurones are extremely sen-
sitive to ischaemia. Fortunately, the CNS vascular 
supply is highly resistant to extrinsic regulatory 
mechanisms. Although cerebral perfusion is clearly 
impaired in shock, fl ow remains relatively well pre-
served until the later stages [101,102]. Absent pri-
mary cerebrovascular impairment, cerebral function 
is well supported until mean arterial pressure falls 
below approximately 50–60 mmHg [103]. Even-
tually, irreversible ischaemic injury may occur to the 
most sensitive areas of the brain (cerebral cortex). 
Before this fi xed injury, an altered level of conscious-
ness, varying from confusion to unconsciousness, 
may be seen depending on the degree of perfusion 
defi cit. Disturbances of serum pH and electrolytes 
may also contribute. Electroencephalographic (EEG) 
recordings demonstrate non-specifi c changes com-
patible with encephalopathy. Sepsis-related enceph-
alopathy may occur at higher blood pressures (caused 
in part by the effects of circulating infl ammatory 
mediators) and is associated with increased mortality 
[104].

Heart
The major clinically apparent manifestations of shock 
on the heart are a result of sympatho-adrenal stimu-
lation. Increased heart rate, in the absence of distur-
bances of cardiac conduction, is almost universally 
present. Vagally mediated paradoxical bra dycardia 
may be seen on occasion in severe haemorrhage 
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[105]. In patients predisposed to myocardial ischae-
mia or irritability, catecholamine driven supraven-
tricular tachycardias and ventricular ectopy with 
ischaemic ECG changes are not common. Like the 
brain, the blood supply to the heart is autoregulated. 
This, in combination with the resilient nature of my-
ocardial tissue, renders it resistant to sympathetically 
driven vasoconstriction and shock-related hypoper-
fusion injury. Overt necrosis does not typically occur 
although evidence of cellular injury may be present.

Most forms of shock are associated with increased 
contractility of healthy myocardium. Despite this, 
shock has substantial impact on myocardial contrac-
tility and compliance. Hypotension during cardio-
genic (and other forms of shock) is associated with 
decreased coronary artery perfusion pressure. In pa-
tients with coronary artery disease or increased fi ll-
ing pressures, decreased coronary artery perfusion 
pressure may lead to overt ischaemia. Further, circu-
lating myocardial depressant substances contribute 
to myocardial depression in septic [52] and haemor-
rhagic [53] shock. This has been linked to decreased 
β-adrenoreceptor affi nity and density as well as po-
tential defects of intracellular signal transduction in-
volving nitric oxide, G-proteins, cyclic adenosine 
monophosphate (AMP) and cyclic GMP [44]. Circu-
lating depressant substances may also be present 
during cardiogenic shock [55].

Respiratory system
Early alterations of pulmonary function seen during 
acute circulatory shock are primarily related to 
changes in central drive or muscle fatigue. Increased 
minute volume occurs as a result of augmented res-
piratory drive because of peripheral stimulation of 
pulmonary J receptors and carotid body chemore-
ceptors as well as hypoperfusion of the medullary 
respiratory centre. This results in hypocapnia and 
primary respiratory alkalosis [1,106]. With increased 
minute volume and decreased cardiac output, the 
ventiliation–perfusion (V/Q) ratio is increased. Un-
less arterial hypoxaemia complicates shock, pulmo-
nary resistance is initially unchanged or minimally 
increased. Coupled with an increased workload, res-
piratory and diaphragmatic muscle impairment re-
sulting from hypoperfusion (manifested by decreased 
transmembrane electrical potential) may lead to 

Table 12.3 Organ system dysfunction in shock.

Central nervous system
Encephalopathy (ischaemic or septic)
Cortical necrosis

Heart
Tachycardia, bradycardia
Supraventricular tachycardia
Ventricular ectopy
Myocardial ischaemia
Myocardial depression

Pulmonary
Acute respiratory failure
Acute respiratory distress syndrome

Kidney
Prerenal failure
Acute tubular necrosis

Gastrointestinal
Ileus
Errosive gastritis
Pancreatitis
Acalculous cholecystitis
Colonic submucosal haemorrhage
Transluminal translocation of bacteria/antigens

Liver
Ischaemic hepatitis
‘Shock’ liver
Intrahepatic cholestasis

Haematology
Disseminated intravascular coagulation
Dilutional thrombocytopenia

Metabolic
Hyperglycaemia
Glycogenolysis
Gluconeogenesis
Hypoglycaemia (late)
Hypertriglyceridaemia

Immune
Gut barrier function depression
Cellular immune depression
Humoral immune depression
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early respiratory failure [107]. ARDS may develop as 
a late cause of respiratory failure from infl ammatory 
or free radical injury to the alveocapillary cell layers 
following established shock.

Kidney
Acute renal failure is a major complication of circu-
latory shock with associated mortality rates of 35–
80% [108]. Although initial injury manifested by 
decreased urine output occurs, other clinical mani-
festations of renal dysfunction (increased creatinine, 
urea and potassium) may not be noted for 1–3 
days. Once haemodynamic stabilization has been 
achieved, it becomes apparent that urine output 
does not immediately improve and both serum cre-
atinine and urea continue to rise. The single most 
common cause of acute renal failure is renal hypop-
erfusion resulting in acute tubular necrosis (ATN). 
The most frequent cause of renal hypoperfusion is 
haemodynamic compromise from septic shock, 
haemorrhage, hypovolaemia, trauma and major 
operative procedures. ATN that occurs in the setting 
of circulatory shock is associated with a higher mor-
tality than in other situations.

Part of the reason for the kidney’s sensitivity to hy-
poperfusion has to do with the nature of its vascular 
supply. The renal vascular bed is moderately auto-
regulated. Increases of efferent arteriolar tone can 
initially maintain glomerular perfusion despite com-
promise of renal fl ow [109]. Renal hypoperfusion 
does not become critical until relatively late in shock 
when maximal vasoconstriction of renal preglomer-
ular arterioles [109] results in cortical, then medul-
lary, ischaemic injury.

Decreased urine output in shock can pose a diag-
nostic dilemma because it can be associated with 
both oliguric ATN and hypoperfusion-related prere-
nal failure without ATN. Indices suggestive of the lat-
ter include: a benign urine sediment; urine sodium 
concentration <20 mmol/L; fractional urine sodium 
excretion <1%; urine osmolality >450 mOsm/L; and 
urine : plasma creatinine ratio >40. Useful markers of 
acute renal failure resulting from ATN include: hae-
maturia and haeme granular casts; urine sodium 
concentration to >40 mmol/L; fractional excretion of 
urine sodium to >2%; urine osmolarity <350 mOsm/
L; and urine : plasma creatinine ratio <20 [110]. Of 

note, ATN caused by circulatory shock may be asso-
ciated with urine sodium <20 mmol/L and fractional 
excretion <1% if the acute renal injury is superim-
posed upon chronic effective volume depletion as 
may be seen with cirrhosis and congestive heart 
failure [111].

Gastrointestinal
The gut is relatively sensitive to circulatory failure. 
The splanchnic vasculature is highly responsive to 
sympathetic vasoconstriction. Typical clinical gut 
manifestations of hypoperfusion, sympathetic stim-
ulation and infl ammatory injury associated with 
shock include ileus, errosive gastritis, pancreatitis, 
acalculous cholecystitis and colonic submucosal 
haemorrhage. Enteric ischaemia produced by circu-
latory shock and free radical injury with resuscitation 
may breach gut barrier integrity with translocation 
of enteric bacteria and antigens (notably endotoxin) 
from the gut lumen to the systemic circulation re-
sulting in propagation and amplifi cation of shock 
and MODS [112,113].

Liver
Like the gut, the liver is highly sensitive to hypoten-
sion and hypoperfusion injury. ‘Shock liver’ associ-
ated with massive ischaemic necrosis and major 
elevation of transaminases is atypical in the absence 
of extensive hepatocellular disease on very severe 
insult [114]. Centrilobular injury with mild 
increases of transaminases and lactate dehydroge-
nase is more typical. Transaminases usually peak 
within 1–3 days of the insult and resolve over 3–10 
days. In either case, early increases in bilirubin and 
alkaline phosphatase are modest. Despite the pro-
duction of acute phase reactants in early circulatory 
shock, synthetic functions may be impaired with de-
creased generation of prealbumin, albumin and he-
patic coagulation factors. After haemodynamic 
resolution of shock, evidence of biliary stasis with 
increased bilirubin and alkaline phosphatase can 
deve lop even though the patient is otherwise im-
proving. Post-shock MODS involves similar hepatic 
pathology.

Haematology
Haematological manifestations of circulatory 
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shock tend to be dependent on the nature of shock. 
Disseminated intravascular coagulation (DIC), 
characterized by microangiopathic haemolysis, 
consumptive thrombocytopenia, consumptive 
coagulopathy and microthrombi with tissue injury, 
is most commonly seen in association with septic 
shock. Because it is caused by simultaneous systemic 
activation of coagulation and fi brinolysis cascades, it 
can be differentiated from the coagulopathy of liver 
failure by determination of endothelial cell-pro-
duced factor 8 (normal or increased with hepatic 
dysfunction). In the absence of extensive tissue 
injury or trauma, haemorrhagic shock is rarely asso-
ciated with DIC [115]. Dilutional thrombocytopenia 
is the most common cause of coagulation defi cits 
after resuscitation for haemorrhage [116].

Metabolism
Metabolic alterations associated with shock occur in 
a predictable pattern. Early in shock, when haemo-
dynamic instability triggers compensatory res ponses, 
sympatho-adrenal activity is enhanced. Increased 
release of adrenocorticotrophic hormone (ACTH), 
glucocorticoids and glucagon, and decreased release 
of insulin results in glycogenolysis, gluconeogenesis 
and hyperglycaemia [98,117]. Increased release of 
adrenaline results in skeletal muscle insulin resist-
ance, sparing glucose for use by glucose-dependent 
organs (heart and brain). Late in shock, hypoglycae-
mia may develop, possibly resulting from glycogen 
depletion or failure of hepatic glucose synthesis. 
Fatty acids are increased early in shock but fall later 
as hypoperfusion of adipose-containing peripheral 
tissue progresses. Hypertriglyceridaemia is often 
seen during shock as a consequence of catecho-
lamine stimulation and reduced lipoprotein lipase 
expression induced by circulating TNF [117]. In-
creased catecholamines, glucocorticoids and gluca-
gon also increase protein catabolism resulting in a 
negative nitrogen balance [117].

Immune system
Immune dysfunction, frequent during and after cir-
culatory shock and trauma, rarely has immediate ad-
verse effects but likely contributes to late mortality. 
Underlying mechanisms of immune dysfunction in-
clude ischaemic injury to barrier mucosa (particul-

arly of the gut) leading to anatomical breaches 
(colonic ulceration) and potential mucosal translo-
cation of bacteria and bacterial products; parenchy-
mal tissue injury because of associated trauma, 
infl ammation, ischaemia or free radical injury; and 
direct ischaemic or mediator (immunosuppressant 
cytokines, corticosteroids, prostaglandins, catecho-
lamines, endorphins) induced dysfunction of cellu-
lar and humoral immune system [118,119]. In 
particular, macrophage function is adversely affect-
ed during trauma and circulatory shock. A decrease 
in antigen presenting ability impairs the activation of 
T and B lymphocytes. Associated with this defect are 
a decrease in Ia antigen expression, decrease in mem-
brane IL-1 receptors, and the presence of suppressor 
macrophages. Phagocytic activity of the reticuloen-
dothelial system is also compromised, partially be-
cause of an acute decrease in fi bronectin levels. 
Suppression of T-lymphocyte immune function is 
manifested by decreased responsiveness to antigenic 
stimulation, and a decreased helper : suppressor 
ratio. Decreased production of IgG and IgM 
suggests B-cell suppression. Non-specifi c immuno-
suppression is expressed as decreased neutrophil 
bactericidal function, chemotaxis, opsonization and 
phagocytosis.

Resuscitation agents used in shock may also sub-
stantially depress immune function. Dopamine, 
used for haemodynamic support in shock, has been 
shown to suppress pituitary production of prolactin 
(required for optimal immune function) resulting in 
suppression of T-cell proliferative responses [120]. 
Thus, dopamine may contribute, along with stress-
induced increases in immunosuppressive glucocor-
ticoids, to T-cell anergy seen in critically ill patients.

All of these factors may contribute to the propens-
ity of critically ill patients to develop ongoing organ 
system dysfunction as well as a variety of infections 
during the post-shock phase. It is notable that one-
third to half of patients with shock die late in their 
course following resolution of the acute shock 
phase.

Conclusions

The pathogenesis and pathophysiology of shock has 
undergone tremendous advances in recent decades. 
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From studies of the clinical cardiovascular physiol-
ogy of shock just 30 years ago, we have advanced to 
molecular analysis of subcellular signalling mecha-
nisms and transcriptional regulation, and in vivo im-
aging of metabolic pathways. In the future, more 
detailed examination of shock pathophysiology may 
involve a variety of techniques including gene array 
and proteonomic technology. Advances derived 
from such future studies can be expected to appear as 
startling to us as current advances appear to our 
predecessors.
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CHAPTER 13

Cellular physiology
Nigel R. Webster

Introduction

This chapter aims to bridge the gap between basic bio-
chemistry and molecular and cell biology on the one 
hand, and organ and systems physiology on the 
other. These topics are all well covered in a range of 
major textbooks which are used in undergraduate 
and postgraduate training. However, cellular physi-
ology is often less well appreciated and detailed in 
these textbooks.

In essence, all cells require energy and nutrients to 
fulfi l three functions:
1 Ion transport
2 Locomotion
3 Multiplication/reproduction.

Humans are free-living animals who can move 
about and survive in vastly diverse environ-
ments  —  deserts, altitude and extreme cold. How-
ever, individual cells can only survive and function 
within a narrow range of physical and chemical con-
ditions. The body can therefore only survive extreme 
conditions by maintaining the environment around 
cells within narrow limits  —  called homoeostasis. 
Achieving homoeostasis requires various compo-
nent physiological systems to function in a coordi-
nated fashion. For example, to maintain electrolyte 
homoeostasis for potassium and sodium, the cells of 
the gut, central nervous system, kidney and endo-
crine system must cooperate.

The organization of the body can be viewed hier-
archically (Fig. 13.1) as being made up of function-
ally distinct entities or compartments that act 
together as physiological systems. This compartmen-
talization can continue further down in scale to 
include individual cells and indeed individual or-
ganelles within cells. Each compartment can have its 
own special local environment maintained to permit 

optimal performance. Each cell is separated from the 
extracellular environment by the cell membrane, 
and each of the organelles within cells is separated 
from the cytoplasm of the cell by membranes. Each 
of the membranes is especially adapted to allow dif-
ferent functions to be carried out under optimal con-
ditions  —  examples include protein synthesis in the 
endoplasmic reticulum and oxidative metabolism in 
the mitochondria.

Cell and subcellular membranes are lipid bilayers 
made up largely of phospholipids. These have hy-
drophilic or polar heads (and contain phosphates) 
attached to hydrophobic or non-polar tails made up 
of fatty acids. The phospholipids assemble into sheets, 
with the polar heads packed together. Two sheets 
combine at their hydrophobic surfaces to form a 
bilayer with the two hydrophilic surfaces exposed 
to the aqueous environment within and outside 
the cell. The individual lipid molecules within the 
membrane are free to move, and the membrane 
therefore behaves like a two-dimensional fl uid. 
Two other lipids are also found within membranes, 
cholesterol and sphingolipids, and also proteins. 
Many of these proteins are transmembrane in 
that they penetrate both sheets of the membrane and 
mediate transport of water and electrolytes through 
ion channels and in other cases larger molecules such 
as proteins or hormones (as seen with receptors) 
(Fig. 13.2).

Transport mechanisms are central to homoeosta-
sis. Furthermore, for coordinated regulation of phys-
iological functions, communication must occur 
between compartments and this must involve the 
transmission, receiving and translation of signals. 
This often involves second and third messengers 
(such as inositol triphosphate, cyclic adenosine 
monophosphate [AMP] and cyclic guanosine 

180
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body.
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Figure 13.2 Lipid bilayer of biological membranes along with ion channel and ligand receptor.

monophosphate [GMP]) and may also involve the 
internalization of the protein components of the cell 
membrane (as in corticosteroid signalling).

It is therefore clear that homoeostasis and its 
regulation is crucial for the survival of the cell and 

the body. This process depends on the normal func-
tioning of membranes and their signalling functions. 
This chapter is therefore primarily concerned with 
the membrane-mediated processes that are essential 
to physiology. Other chapters cover specifi cs of re-
ceptors, second and third messengers, and aspects of 
systems physiology.

Diffusion and permeability

The distribution of electrolytes in the compartments 
of the body varies radically and the intracellular fl uid 
can also vary between individual cells, depending on 
the nature and function of the cell. It is apparent that 
the electrolyte concentrations differ markedly in the 
various compartments; for example, the low content 
of protein anions in the interstitial fl uid and the fact 
that Na+ and Cl– are largely extracellular whereas 
most of the K+ is intracellular. The differences in 
composition are caused in large part by the nature of 
the barriers separating the compartments. The cell 
membrane separates the intracellular fl uid from the 
interstitial fl uid and the capillary wall separates the 
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plasma from the interstitial fl uid. The primary forces 
producing movement of water, electrolytes and 
other molecules around the system are diffusion, 
osmosis, active transport and exocytosis and 
endocytosis.

Diffusion is the process by which molecules in so-
lution (including a gas) expand to fi ll all the available 
volume. This process depends on the motion of the 
particles and is an entirely random process. An indi-
vidual particle is equally likely to move into or out of 
an area in which it is in high concentration. How-
ever, because there are more particles in areas of high 
concentration, the total number of particles moving 
to areas of lower concentration is greater  —  there is a 
net fl ux (J) of particles from areas of high to those of 
lower concentration. Flux is the amount of material 
passing through a certain cross-sectional area in a 
given time. Flux is proportional to the concentration 
gradient  —  ∆C/∆x  —  where ∆C is the change of con-
centration with distance ∆x.

J α ∆C/∆x

or

J = − D (∆C/∆x)

where the proportionality constant, D, is known as 
the diffusion coeffi cient. The minus sign denotes the 
fact that the diffusion is occurring down the concen-
tration gradient. This latter equation is Fick’s fi rst law 
of diffusion and has the dimensions of cm2/s.

The time required for equilibrium to occur by dif-
fusion is proportional to the square of the distance 
for diffusion. This effectively means that displace-
ment of particles does not increase linearly with 
time  —  in fact it increases with the square root of 
time. This results in a very ineffi cient way to move 
molecules around over large distances.

We can now introduce membranes into the sys-
tem and apply Fick’s law:

J = − D [(Ci − Co)/∆x]

where Ci and Co are the concentrations inside and 
outside the membrane and ∆x is the thickness of the 
membrane as biological membranes are hydropho-
bic, while the aqueous solution on either side is 
highly polar, solutes show differing solubilities in the 

membrane relative to the aqueous solution and the 
partition coeffi cient (β) becomes important:

β = Cmem/Caq

where Caq is the solute concentration in aqueous so-
lution and Cmem is the solute concentration inside the 
membrane.

When β < 1 (solute dissolves better in aqueous so-
lution than in the membrane), the concentration 
gradient in the membrane is reduced and fl ux is de-
creased. When β > 1 (solute dissolves better in the 
membrane than in aqueous solution), the concen-
tration gradient is increased and fl ux is enhanced. 
Should β = 0, then fl ux would be zero and the mem-
brane would be completely impermeable to that sub-
stance. This now leads to the concept of membrane 
permeability (P):

P = Dβ/∆x

and the units of permeability are cm/s or velocity.
Membrane permeability coeffi cients for a variety 

of biologically important molecules are given in 
Table 13.1. In general, small neutral molecules such 
as water, oxygen and carbon dioxide can permeate 
membranes readily. Larger and more hydrophilic 
molecules permeate more slowly. However, inor-
ganic ions (Na+, K+, Cl– and Ca2+) are essentially im-
permeable. Also shown in Table 13.1 are the various 
time constants (τ) for diffusion which more graphi-
cally illustrate this concept in a given cell of 20 µm di-
ameter. It is readily apparent that, with the exception 
of small neutral molecules, almost everything that is 

Table 13.1 Permeability of lipid bilayer membrane to 

solutes calculated on the basis of a spherical cell of 

diameter 20 µm.

Solute P (cm/s) τ

Water 10–4–10–3 0.5–5 s

Urea 10–6 8 min

Glucose 10–7 14 hours

Cl– 10–11 1.6 year

Na+ 10–13 160 years
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biochemically important and biologically relevant 
cannot pass through a lipid bilayer membrane sim-
ply by diffusion. Biological membranes have there-
fore evolved with special mechanisms to transport 
molecules across membranes  —  ion pumps, carrier 
proteins for substances like glucose and amino acids, 
and endocytosis and exocytosis for larger molecules 
such as proteins.

Osmosis and water movement

Diffusion is the net movement of molecules down 
concentration gradients and has the effect of abolish-
ing concentration differences  —  diffusion causes 
mixing. However, if two solutions are separated and 
solute is prevented from moving down a concentra-
tion gradient because the membrane is not permea-
ble to that particular solute, then the concentration 
difference could persist. However, this does not occur 
when the membrane is permeable to the solute. 
Here, the converse of the concentration gradient for 
solute can be considered to exist  —  the more concen-
trated solution (side of the membrane) has fewer sol-
vent molecules than in the less concentrated solution. 
As before, solvent molecules are free to diffuse across 
the membrane and this has the same ultimate effect 
of equalizing concentrations across the semi-
permeable membrane. However, when the process 
is complete, there will be a net movement of solvent 
molecules from the less concentrated solution to the 
more concentrated solution, with the end result 
being an increase in volume of the initially more 
concentrated solution. In a closed environment, this 
increase in volume has the effect of increasing pres-
sure. The pressure arising from unequal solute con-
centrations across a semi-permeable membrane is 
termed osmotic pressure. The larger the concentra-
tion difference then the greater is the osmotic 
pressure.

Osmotic pressure, like vapour pressure lowering, 
or freezing-point depression, depends on the number 
rather than the type of particles in solution. In an 
ideal solution, osmotic pressure (P) is related to tem-
perature and volume in the same way as the pressure 
of a gas:

P = nRT/V

where n is the number of particles, R is the gas con-
stant, T is the absolute temperature and V is the vol-
ume. It is therefore clear that if T is constant, osmotic 
pressure is proportional to the number of particles 
per unit volume of solution. With non-ionizing sol-
utes such as glucose, the osmotic pressure is a func-
tion of the number of glucose molecules present. If 
the solute ionizes, each ion is osmotically active. For 
example, NaCl dissociates into Na+ and Cl– ions, so 
that each mole in solution would supply two moles 
of osmotically active particles (2 osm). Clearly, al-
though a homogeneous solution may have within it 
osmotically active particles, it can only exert an os-
motic pressure when in contact with another solu-
tion across a membrane permeable to the solvent but 
not the solute. The total solute concentration in the 
fl uids of the body are approximately 300 mmol and 
the osmotic pressure resulting from this solute con-
centration at 37°C is approximately 7.5 atm.

However, membranes are never completely im-
permeable to solute and this requires us to consider a 
parameter called the refl ection coeffi cient (σ):

σ = 1 − (Psolute/Pwater)

If the membrane permeability to solute is 0, the re-
fl ection coeffi cient is 1 and in this case all solute mol-
ecules are ‘refl ected’ by the membrane. Under these 
circumstances, the full osmotic effect is achieved. If 
the membrane allows completely free passage to 
the solute, σ = 0 and the osmotic pressure should also 
be zero.

The refl ection coeffi cient can now be incorporated 
into the osmotic pressure equation:

∆π = σRT∆Csolute

where ∆π is the effective osmotic pressure difference 
across the membrane.

We can now describe the forces that govern water 
movement across membranes  —  the Starling equa-
tion. As far as water is concerned, both hydrostatic 
and osmotic pressures can act similarly  —  both can 
drive water through a membrane.

Fluid movement = Kf [(Pc + πI) − (Pi + πc)]

where Kf is the fi ltration coeffi cient. It is apparent 
from the equation that the direction and volume of 
water fl ow across the membrane is determined by 
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the balance of the hydrostatic and osmotic pressures. 
Figure 13.3 shows a schematic representation of the 
pressure and osmotic forces across a capillary joining 
an arteriole and a venule. Arrows indicate the mag-
nitude and direction of the fl uid movement at vari-
ous sites along the capillary. Over the length of the 
capillary there is a slight excess of fi ltration over ab-
sorption with a net fl ow of a small amount of fl uid 
into the interstitium. This excess fl uid is collected by 
the lymphatics and is eventually returned into the 
circulation. Knowledge of the various factors and 
forces governing fl uid movement across the capillary 
explain the various processes that can result in the 
appearance of oedema.

Because impermeable solutes remain trapped 
within cells, when a cell is exposed to changing ex-
ternal osmotic conditions the only changes that can 
occur rapidly to the cell are volume changes pro-
duced by gain or loss of water. It is for this reason that 

the amount of impermeable intracellular solutes ul-
timately determine cell volume.

Ion gradients

At any membrane in a living cell, biologically active 
ions are distributed asymmetrically on either side of 
the membrane  —  concentrations of Na+, K+ and Cl– 
are different (Table 13.2). This asymmetrical distri-
bution obviously results in a concentration gradient, 
but what may not be so obvious is that there is also an 
electrical gradient. In practice, the maintenance of 
normal cell volume depends on sodium and potassi-
um pumping. In the absence of such pumping, chlo-
ride and sodium ions would enter the cells down 
their concentration gradients and water would fol-
low along the osmotic gradient thus created, causing 
the cells to swell until the pressure inside balanced 
the infl ux.

Ions will move across membranes in the direction 
of their concentration gradients. However, if the 
membrane is selectively permeable to some ions, 
there will be a resultant charge to the cell. For 
example, the intracellular potassium concentration 
is higher than that of the extracellular fl uid so potas-
sium ions tend to leave the cell. This results in an ex-
cess of positive charges to the outside of the cell 
because chloride ions do not automatically follow. 
An electrical potential difference develops as the cell 
interior becomes progressively more negative. Even-
tually, the developing electrical fi eld opposes further 
migration of potassium ions: the negative interior at-
tracts K+ while the positive exterior repels K+. Even-
tually, an electrochemical equilibrium is reached 

Table 13.2 Concentrations of monovalent ions for a 

typical mammalian cell.

 Concentration (mmol/L)
   Equilibrium 
Ion Inside cell Outside cell potential (mV)

Na+  15.0 150.0 +60

K+ 150.0   5.0 –90

Cl–   9.0 110.0 –70

Pi = 0 mmHg
πi = 2 mmHg

Arteriole Venule

Interstitium

Pc = 32
mmHg

Pc = 15
mmHgπc = 25 mmHg

capillary

Figure 13.3 Schematic diagram of the pressure gradients 
across a capillary with examples given at either end of the 
capillary. In this example the pressure differential at the 
arteriolar end of the capillary is [(32 + 2) − (0 + 25)] = 
9 mmHg outward and at the opposite end is [(15 + 2) − (0 + 
25) = 8 mmHg inwards.
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and this potential difference where there is no 
net movement of an individual ion is termed the 
equilibrium potential. Each ion will have its own 
equilibrium potential which can be determined 
from the Nernst equation:

Eeq = RT/FZ ln [Cout/Cin]

Where Eeq is the equilibrium potential, R is the uni-
versal gas constant, T is the absolute temperature, F is 
Faraday’s constant, Z is the electrical valency of the 
ion (e.g. +1 for K+ and −1 for Cl–) and Cout and Cin are 
the extracellular and intracellular concentrations of 
the ion.

The magnitude of the membrane potential at any 
given time depends upon the distribution of Na+, K+ 
and Cl– and the permeability of the membrane to 
each of these ions. The Goldman constant fi eld equa-
tion describes this relationship and is the same as the 
Nernst equation, but is the sum of the concentration 
ratios with, in each case, a permeability factor for the 
three ions. Clearly, a cell can alter its membrane po-
tential merely by manipulating the relative permea-
bilities of the major ions  —  as occurs in nerve cells for 
example.

Two transport proteins are primarily responsible 
for the resting membrane potential: a K+ leak chan-
nel that permits potassium to diffuse out of the cell 
and the Na+, K+ ATPase pump.

Ion channels

The permeability of phospholipid bilayer membranes 
to ions is very small and consequently ions cross 
membranes by either binding to a carrier molecule or 
through an aqueous pore. However, transport by 
carrier molecule, although facilitating movement, 
would still be too slow to allow neuronal signalling. 
Ion channels are large protein structures which often 
comprise several subunits. They extend across the 
lipid bilayer and are in contact with the aqueous en-
vironment on both sides of the membrane. This 
channel allows ions to cross by diffusion and is con-
siderably faster. The pore of the ion channel is not 
necessarily open all of the time and they may open or 
close spontaneously and in response to external 
stimuli, acting like a gate. Voltage-gated ion chan-
nels open depending on the membrane potential, 

while ligand-gated channels open in response to 
binding of another molecule (e.g. neurotransmitter) 
to a receptor located on the channel.

An understanding of the function of channels is 
important for much of the physiology of excitable 
tissues and also pharmacology. The topic of ion chan-
nels is covered in other chapters within this book.

Transport processes

To mediate and regulate the transfer of water and 
polar solutes, membranes contain integral proteins 
known as channels, carriers and pumps.

Channels in biological membranes are proteins 
with central pores that are open to both the extracel-
lular fl uid and cytoplasm at the same time. They usu-
ally have a narrowing within them, the selectivity 
fi lter, which determines which substances can pass 
through. Aquaporins are selectively permeable to 
water and similar channels are highly selective for 
Na+, K+ and Ca2+, whereas others are less selective 
and may be permeable to both Na+ and K+.

Permeability through channels depends to an ex-
tent on the density of the channels in the particular 
membrane. For example, the relative permeability 
to water depends on the number of channels present 
per unit area and hormones can vary this (e.g. vaso-
pressin and the renal collecting ducts). In diabetes 
insipidus, aquaporin-2 insertion into the membranes 
of the epithelial cells of the collecting ducts is defi -
cient, causing an intrinsically low water permeability 
in these ducts which prevents water reabsorption.

Another mechanism of controlling channel per-
meability is by gating, as discussed previously. Ex-
amples of gating include voltage or ligand gating with 
either Ca2+ or ATP.

In contrast to channels, carriers are integral mem-
brane proteins that open to only one side of the 
membrane at a time. A solute binds to the carrier at 
one side of the membrane, then, as a result of a con-
formational change, the gate on the opposite side of 
the membrane is opened and the solute dissociates 
from the carrier. In the simplest case, carriers move 
substances down their concentration gradients but 
at a much faster rate than would otherwise be the 
case  —  facilitated diffusion. A good example is 
the simple glucose carrier or glucose transporter, 
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GLUT-1. Transport by carriers exhibits kinetic prop-
erties similar to those of enzymes and it follows 
Michaelis–Menten kinetics. This means that they 
can be saturated if the solute concentration rises 
suffi ciently to exceed the limited number of carrier 
molecules. Carrier-mediated transport exhibits spe-
cifi city for substrates and, like other receptors, is sub-
ject to competitive and non-competitive inhibition. 
Carrier-mediated transport can also be regulated; for 
example, another glucose transporter, GLUT-4, is 
regulated by insulin because it increases the density 
of GLUT-4 molecules in the membrane and thus en-
hances glucose uptake. β-Adrenergic agents appear 
to inhibit GLUT-4 activity because glucose uptake is 
reduced; however, this occurs because of enhanced 
glycogenolysis which increases the intracellular glu-
cose concentration and thereby results in a relatively 
unfavourable concentration gradient.

Co-transport occurs when the transport of one sol-
ute is coupled to that of another. If both solutes move 
in the same direction the process is called symport 
and if two coupled solutes move in opposite direc-
tions then it is called countertransport or antiport or 
exchange. Sodium is co-transported with a variety of 
solutes including proton ions such as K+, glucose and 
amino acids.

Active transport converts the chemical energy 
from ATP into electrochemical potential energy 
stored in solute gradients. For example, the Na+ 
pump uses the energy from ATP to build up and 
maintain the sodium electrochemical gradient which 
is then used to drive the secondary transport of an-
other solute. The sodium pump is an integral mem-
brane protein that hydrolyses one ATP molecule to 
ADP while transporting three Na+ ions out of the cell 
and two K+ ions into the cell. Because more positive 
charges leave the cell than enter with each turn of 
the cycle, there is a net fl ow of charge resulting in an 
actual resting membrane potential that is slightly 
more negative than that predicted from the Gold-
man equation.

Molecular motors

Cell motility is an essential feature of many biological 
processes; for example, the beating of cilia, cell move-
ment, cell division and development and mainte-

nance of cell architecture, as well as the more obvious 
muscle contraction. Moreover, the normal function 
of cells requires the directional transport within the 
cell of numerous substances and subcellular or-
ganelles such as vesicles, mitochondria and chromo-
somes. All types of cellular motility are driven by 
molecular motors. These motors produce unidirec-
tional movement along structural elements in the 
cell  —  fi laments of actin and microtubules made of the 
protein tubulin. Three distinct motors have been de-
scribed: myosin, kinesin and dynein. All molecular 
motors convert chemical energy (ATP) into kinetic 
energy (movement).

Myosin is an actin-based motor that moves along 
actin fi laments and produces muscle contraction. Ki-
nesin and dynein transport organelles along micro-
tubules with kinesins being involved in mitotic and 
meiotic spindle formation, chromosome separation 
and protein transport, while dyneins are associated 
with the beating of cilia and vesicular transport.

The fi rst kinesin-based motor to be discovered is 
called ‘conventional’ kinesin  —  it transports vesicu-
lar cargo packages along microtubule tracks. It com-
prises two heavy peptide chains and two light chains 
(Fig. 13.4). At the N-terminus of the heavy chains is 
the motor domain that contains the site for micro-
tubule binding and ATP hydrolysis. The neck linker 
domain is critical in determining the direction of 
the motor domains along the microtubule. The light 
chains are involved in cargo binding. The kinesin 
moves along the microtubule with the two motor 
domains alternately stepping from one tubulin sub-
unit to another. When kinesin is bound to a microtu-
bule with the leading head free of nucleotide and the 
trailing head bound to ADP, both of the neck linkers 
are mobile. When ATP binds to the leading head, the 
neck linker becomes docked on to the leading head 
which throws the trailing head forward towards the 
next tubulin binding site.

Conclusions

Knowledge of cellular and molecular physiological 
processes is fundamental to understanding organ 
function and how tissues fail in various pathological 
processes. The maintenance of homoeostasis is cru-
cial for normal cell and organ function. The crucial 
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role of the membrane in this homoeostasis has been 
highlighted. In addition, the need for specialized 
areas within the membrane that facilitate the trans-
fer of molecules and ions from one side of the mem-
brane to the other has been detailed. Specialized cells 
have individual and specifi cally tailored receptors 
and ion channels and these permit nerve conduction 
and muscle contraction. Further discussion of the 
pharmacokinetics and pharmacodynamics of these 
units are presented elsewhere in this book.
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CHAPTER 14

Acid–base balance: albumin and 
strong ions
John A. Kellum

Introduction

Regulation of blood pH is an essential component of 
homoeostasis. In health, the pH of the arterial blood 
is maintained between 7.35 and 7.45 by a precise bal-
ance of alveolar ventilation and carbon dioxide (CO2) 
production matched to non-volatile acid production 
and elimination. This non-volatile or ‘fi xed’ compo-
nent of acid–base balance is traditionally referred to 
as ‘metabolic’. However, because CO2 is generated 
by metabolism and because most non-volatile acids 
are not, the term ‘metabolic’ is misleading at best. 
This chapter focuses on the non-volatile components 
of acid–base balance, which can be divided into weak 
acids and strong ions. Recent advances in the under-
standing of the regulation and interaction of weak 
acids and strong ions, along with the application of 
basic physical and chemical principles, permit a sim-
pler, yet more comprehensive treatment of acid–base 
balance. At the same time, this ‘new’ approach is 
grounded in the same basic principles as more tradi-
tional approaches (and is, in fact, entirely consistent 
with them). What is different with this new approach 
is a more careful consideration of the independent 
determinants of blood pH. Consideration of the 
independent variables is important not only for 
understanding mechanism but also for planning 
treatment.

The pH of blood

In order to understand acid–base physiology, it is fi rst 
necessary to agree on how to describe and measure 
it. Since Sörensen fi rst introduced the pH notation, 
the pH scale has been used to quantify acid–base bal-

ance. The pH scale has tremendous advantages be-
cause it lends itself to colorimetric and electrometric 
techniques. There is also some physiological rele-
vance to the logarithmic pH scale [1]. However, pH is 
a confusing variable. It is a non-linear transforma-
tion of H+ concentration  —  the logarithm of its recip-
rocal. Strictly speaking, pH can only be thought of as 
a dimensionless representation of H+ concentration 
and is not, itself, a concentration. Indeed, pH is actu-
ally the logarithmic measure of the volume required 
to contain 1 Eq of H+. In blood plasma at pH 7.4, this 
volume is roughly 25 million litres [2].

Since Hasselbalch adapted the Henderson equa-
tion to the pH notation of Sörensen, the following 
equation has been used to understand the relation-
ship between volatile and non-volatile acid–base 
variables:

pH = pK × log [HCO3
–/(0.03 × pCO2)]

This is the Henderson–Hasselbalch (HH) equation 
and it is important to realize what this equation tells 
us. An increase in pCO2 results in a decrease in pH 
and an increase in HCO3

– concentration. Thus, a pa-
tient found to have a low blood pH, a condition 
known as acidaemia, will either have an increased 
pCO2 or a pCO2 that is ‘not increased’. In the former 
circumstance, the disorder is classifi ed as a ‘respira-
tory acidosis’. The term ‘acidosis’ is used to describe 
the process resulting in acidaemia, and ‘respiratory’ 
because the apparent cause is an increased pCO2. 
This is logical because carbonic acid results when 
CO2 is added to water (or blood) and the resultant 
decrease in pH is entirely expected. In the latter con-
dition, pCO2 is not increased and thus there cannot 
be a respiratory acidosis. This condition is referred to 
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as ‘metabolic’ because some non-volatile acid must 
be the cause of the acidaemia. The above logic can be 
reversed and used to easily classify simple conditions 
of alkalaemia as either resulting from respiratory or 
metabolic alkaloses. Thus, the HH equation allows us 
to classify disorders as to the primary type of acid 
being increased or decreased.

Over time, physiology superimposes its effects on 
simple chemistry and the relationship between pCO2 
and HCO3

– is altered in order to reduce the altera-
tions in pH. However, by carefully examining the 
changes that occur in pCO2 and HCO3

– in relation-
ship to each, one can discern highly conserved pat-
terns. In this way rules can be established to allow 
one to discover mixed disorders and to separate 
chronic from acute respiratory derangements. For 
example, one such rule is the convenient formula [3] 
for predicting the expected pCO2 in the setting of a 
metabolic acidosis: pCO2 = (1.5 × HCO3

–) + 8 ± 5. This 
rule tells what the pCO2 should be secondary to the 
increase in alveolar ventilation that accompanies a 
metabolic acidosis. If pCO2 does not change enough 
or changes too much, the condition is classifi ed as a 
‘mixed’ disorder, with either a respiratory acidosis if 
the pCO2 is still too high, or a respiratory alkalosis if 
the change is too great.

It is equally, important to understand what the HH 
equation does not tell us. First, it does not allow us to 
discern the severity (quantity) of the metabolic de-
rangement in a manner analogous to the respiratory 
component. For example, when there is a respirato-
ry acidosis, the increase in the pCO2 quantifi es the 
derangement even when there is a mixed disorder. 
However, the metabolic component can only be ap-
proximated by the change in HCO3

–.
Secondly, the HH equation does not tell us about 

any other acids other than carbonic acid. The rela-
tionship between CO2 and HCO3

– provides a useful 
clinical ‘road map’ to guide the clinician in uncover-
ing the aetiology of an acid–base disorder. However, 
the total CO2 concentration, and hence the HCO3

– 
concentration, is determined by the pCO2, which is 
in turn determined by the balance between alveolar 
ventilation and CO2 production. HCO3

– cannot be 
regulated independently of pCO2. The HCO3

– con-
centration in the plasma will always increase as the 
pCO2 increases, yet this is not an alkalosis. To under-

stand how the pH and HCO3
– concentration are al-

tered independently of pCO2, it is necessary to look 
beyond the HH equation.

Determinants of blood pH
Almost all biological solutions share two important 
characteristics. First, virtually all are aqueous (com-
posed of water) and, secondly, most are alkaline 
(OH– concentration > H+ concentration). Because 
these characteristics are so universal in human phys-
iology, they are often ignored in reviews of physi-
ology, especially for clinical medicine, yet they are 
extremely important. Aqueous solutions contain a 
virtually inexhaustible source of H+. Although pure 
water dissociates only slightly into H+ and OH–, elec-
trolytes and CO2 produce powerful electrochemical 
forces that infl uence water dissociation. Similarly, 
aqueous solutions that are alkaline behave very dif-
ferently compared with acidic solutions in terms of 
the extent to which changes in their composition in-
fl uence changes in pH (Fig. 14.1). Importantly, this 
property of alkaline solutions is often overlooked 
and what has often been attributed to the power of 
buffering systems is merely a physicochemical prop-
erty of alkaline solutions.

0.0

1.0

2.0

3.0

4.0

5.0

6.0

7.0

8.0

−40 −20 0 20 40 60

SID

p
H

17
8.5
0

ATOT

Acidic Alkaline

Figure 14.1 Plot of pH versus strong ion difference (SID). 
For this plot, pCO2 was held constant at 40 mmHg. The 
three curves correspond to three different concentrations 
of ATOT (normal, 50% of normal and zero). The plots 
assume a water dissociation constant for blood of 4.4 × 
10–14 (Eq/L). The arrows refer to the point of neutrality 
(OH– = H+). To the right of these points, OH– > H+ and the 
solutions are alkaline. To the left of these points, H+ > OH– 
and the solutions are acidic. Note how different the slopes 
of these lines are when the solutions are acidic versus 
alkaline.
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Thus, for aqueous solutions, water is the primary 
source of H+ and the determinants of pH are the de-
terminants of water dissociation. Fortunately, even 
for an aqueous solution as complex as blood plasma, 
there are but three independent variables that deter-
mine pH:
1 pCO2

2 Strong ion difference (SID)
3 Total weak acid concentration (ATOT).
The last two compose the non-volatile acids and are 
the focus of this review.

Strong ions
Blood plasma contains numerous ions. These ions 
can be classifi ed both by charge: positive ‘cations’ 
and negative ‘anions’, as well as by their tendency to 
dissociate in aqueous solutions. Some ions are com-
pletely dissociated in water; for example, Na+, K+, 
Ca2+, Mg2+ and Cl–. These ions are called ‘strong ions’ 
to distinguish them from ‘weak ions’ (e.g. albumin, 
phosphate and HCO3

–), which can exist both as 
charged (dissociated) and uncharged forms. Certain 
ions, such as lactate, are so nearly completely dissoci-
ated that they may be considered strong ions under 
physiological conditions. In a neutral salt solution 
containing only water and NaCl, the sum of strong 
cations (Na+) minus the sum of strong anions (Cl–) is 
zero (i.e. Na+ = Cl–). However, in blood plasma, strong 
cations (mainly Na+) outnumber strong anions 
(mainly Cl–). The difference between the sum of all 
strong cations and all strong anions is known as SID. 
SID has a powerful electrochemical effect on water 
dissociation and hence on blood pH. As SID becomes 
more positive the pH increases in order to maintain 
electrical neutrality (Fig. 14.1).

In healthy humans, the plasma SID is 40–42 mEq/
L, although it is often quite different in critically ill 
patients. According to the principle of electrical neu-
trality, blood plasma cannot be charged, so the re-
maining negative charges balancing the SID come 
from CO2 and the weak acids (A–) and, to very small 
extent, from OH–. At physiological pH, the contribu-
tion of OH– is so small (nEq range) that it can be 
ignored. ATOT (mainly albumin and phosphate) can 
be considered together and where AH + A– = ATOT. 
The SID of a blood sample can be estimated from the 
value of the remaining negative charge because SID 

− (CO2 + A–) = 0. This estimate of SID has been termed 
the effective SID (SIDe) [4] but it is really no different 
from the term ‘buffer base’, fi rst described over a half 
century ago [5]. Thus, SID and buffer base are mirror 
images of each other. Furthermore, because the base 
excess (BE) is the change in buffer base required to 
return a blood sample to a pH of 7.4 where pCO2 = 
40 mmHg [6], the BE therefore defi nes the change in 
SID from this equilibrium point.

An alternative estimate of SID is (Na+ + K+ + Ca2+ + 
Mg2+) − (Cl– + lactate–). This is referred to as the ‘ap-
parent’ SID (SIDa) because some ‘unmeasured’ ions 
might also be present [4]. Neither SIDe nor SIDa are 
perfect estimates of the true SID. Blood samples from 
patients may contain unmeasured strong ions (e.g. 
sulphate, ketones) making the SIDa an inaccurate 
estimate of SID. Similarly, these patients may have 
abnormal weak ions (e.g. proteins) that will make 
the SIDe inaccurate. However, in healthy humans, 
SIDa and SIDe are nearly identical and are thus valid 
estimates of SID [4]. Furthermore, when SIDa and 
SIDe are not equal, a condition referred to as the 
strong ion gap (SIG), where SIDa − SIDe = SIG, ab-
normal strong and/or weak ions must be present [7]. 
The SIG is positive when unmeasured anions > un-
measured cations and negative when unmeasured 
cations > unmeasured anions. Unexplained anions, 
and in some cases cations, have been found in the 
circulation of patients with a variety of diseases [7–
10] and in animals under experimental conditions 
[11].

Mechanisms regulating strong ions
In order to alter the SID, the body must affect a 
change in the relative concentrations of strong cati-
ons and strong anions. The kidney is the primary 
organ that affects this change. However, the kidney 
can only excrete a very small amount of strong ion 
into the urine each minute and several minutes to 
hours are therefore required to impact signifi cantly 
on the SID. The handling of strong ions by the kidney 
is extremely important because every Cl– fi ltered but 
not reabsorbed decreases the SID. Because most of 
the human diet contains similar ratios of strong 
cations to strong anions, there is usually suffi cient 
Cl– available for this to be the primary regulating 
mechanism. This is particularly apparent when one 
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considers that renal Na+ and K+ handling are infl u-
enced by other priorities (e.g. intravascular volume 
and plasma K+ homoeostasis). Accordingly, ‘acid 
handling’ by the kidney is generally mediated 
through Cl– balance. How the kidney handles Cl– is 
obviously very important. Traditional approaches to 
this problem have focused on H+ excretion and em-
phasized the importance of NH3 and its conjugate 
acid NH4

+. However, H+ excretion per se is irrelevant 
as water provides an essentially infi nite source of H+. 
Indeed, the kidney does not excrete H+ any more as 
NH4

+ than it does as H2O. The purpose of renal am-
moniagenesis is to allow the excretion of Cl– without 
Na+ or K+. This is achieved by supplying a weak 
cation (NH4

+) to excrete with Cl–.
Thus, NH4

+ is important to systemic acid–base bal-
ance, not because of its carriage of H+ or because of its 
direct action in the plasma (normal plasma NH4

+ 
concentration is <0.01 mEq/L), but because of its ‘co-
excretion’ with Cl–. Of course, NH4

+ is not only pro-
duced in the kidney; hepatic ammoniagenesis (and 
also glutaminogenesis) is important for systemic 
acid–base balance and, as expected, it is tightly con-
trolled by mechanisms sensitive to plasma pH [12]. 
Indeed, this reinterpretation of the role of NH4

+ in 
acid–base balance is supported by the evidence that 
hepatic glutaminogenesis is stimulated by acidosis 
[13]. Amino acid degradation by the liver can result 
in the production of urea, glutamine or NH4

+. Nor-
mally, the liver does not release more than a very 
small amount of NH4

+, but rather incorporates this 
nitrogen into either urea or glutamine. Hepatocytes 
have enzymes to enable them to produce either of 
these end products, and both allow for the regulation 
of plasma NH4

+ at suitably low levels. However, the 
production of urea or glutamine has signifi cantly 
different effects at the level of the kidney. This is 
because glutamine is used by the kidney to generate 
NH4

+ and facilitate the excretion of Cl–. Thus, the 
production of glutamine can be seen as having an al-
kalinizing effect on plasma pH because of the way in 
which the kidney utilizes it.

Further support for this scenario comes from the 
recent discovery of an anatomical organization of 
hepatocytes according to their enzymatic content 
[14]. Hepatocytes with a propensity to produce urea 
are positioned closer to the portal venule and thus 

have the fi rst opportunity to metabolize NH4
+ deliv-

ered from the splanchnic circulation. However, aci-
dosis inhibits ureagenesis and under these conditions 
more NH4

+ is available for the downstream hepato-
cytes which are predisposed to produce glutamine. 
Thus, the leftover NH4

+ is ‘packaged’ as glutamine for 
export to the kidney where it is used to facilitate Cl– 
excretion and hence increases the SID.

The gastrointestinal tract also has important eff-
ects on the SID. Along its length, the gastrointestinal 
tract handles strong ions quite differently. In the 
stomach, Cl– is pumped out of the plasma and into 
the lumen, reducing the SID of the gastric juice and 
thus reducing the pH. On the plasma side, SID is in-
creased by the loss of Cl– and the pH is increased pro-
ducing the so-called ‘alkaline tide’ which occurs at 
the beginning of a meal when gastric acid secretion is 
maximal [15]. In the duodenum, Cl– is reabsorbed 
and the plasma pH is restored. Normally, only slight 
changes in plasma pH are evident because Cl– is re-
turned to the circulation almost as soon as it is re-
moved. However, if gastric secretions are removed 
from the patient, either by suction catheter or vomit-
ing, Cl– will be progressively lost and the SID will 
steadily increase. It is important to realize that it is 
the Cl– loss not the H+ that is the determinant of plas-
ma pH. Although H+ is ‘lost’ as HCl, it is also lost with 
every molecule of water removed from the body. 
When Cl– (a strong anion) is lost without loss of a 
strong cation, the SID is increased and therefore the 
plasma H+ concentration is decreased. When H+ is 
‘lost’ as water rather than HCl, there is no change in 
the SID and hence no change in the plasma H+ 
concentration.

In contrast to the stomach, the pancreas secretes 
fl uid into the small intestine which has a SID much 
higher than plasma and is very low in Cl–. Thus, the 
plasma perfusing the pancreas has its SID decreased, 
a phenomenon that peaks about an hour after a meal 
and helps counteract the alkaline tide. If large 
amounts of pancreatic fl uid are lost (e.g. from surgi-
cal drainage), an acidosis will result as a consequence 
of the decreased plasma SID. In the large intestine, 
fl uid also has a high SID because most of the Cl– has 
been removed in the small intestine and the remain-
ing electrolytes are mostly Na+ and K+. The body nor-
mally reabsorbs much of the water and electrolytes 
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from this fl uid but when severe diarrhoea exists, 
large amounts of cations can be lost. If this loss is per-
sistent, the plasma SID will decrease and acidosis will 
result. Finally, whether the gastrointestinal tract is 
capable of regulating strong ion uptake in a compen-
satory fashion has not been well studied. There is 
some evidence that the gut may modulate systemic 
acidosis in experimental endotoxaemia by remov-
ing anions from the plasma [6]. However, the full 
capacity of this organ to affect acid–base balance is 
unknown.

Pathophysiology of strong ion imbalance
Metabolic acidoses and alkaloses are categorized ac-
cording to the ions that are responsible. Thus, there is 
lactic acidosis and chloride-responsive alkalosis, etc. 
It is important to recognize that metabolic acidosis is 
produced by a decrease in the SID which produces an 
electrochemical force that results in a decrease in 
blood pH. A decrease in SID may be brought about by 
the generation of organic anions (e.g. lactate, ke-
tones), the loss of cations (e.g. diarrhoea), the mis-
handling of ions (e.g. renal tubular acidosis) or the 
addition of exogenous anions (e.g. iatrogenic acido-
sis, poisonings). By contrast, metabolic alkaloses 
occur as a result of an inappropriately large SID, 
although the SID need not be greater than the ‘nor-
mal’ 40–42 mEq/L. This may be brought about by the 
loss of anions in excess of cations (e.g. vomiting, diu-
retics), or rarely by administration of strong cations 
in excess of strong anions (e.g. transfusion of large 
volumes of banked blood).

In the acute setting, acidosis is usually more of a 
problem than alkalosis, and in the critically ill the 
most common sources of metabolic acidosis are dis-
orders of:
1 chloride homoeostasis
2 lactate
3 other anions.

Hyperchloraemic metabolic acidosis occurs either 
as a result of chloride administration or secondary 
to abnormalities in chloride handling or related 
to movements of chloride from one compartment to 
another. The effect of chloride administration on the 
development of metabolic acidosis has been known 
for many years [16,17]. Recently, new attention has 
been paid to this area in light of better understanding 

of the mechanisms responsible for this effect [18–
22]. It has now been shown in animal models of sep-
sis [18] and in patients undergoing surgery [19,20,22] 
that saline causes metabolic acidosis not by ‘diluting’ 
HCO3

–, but rather by its chloride content. From a 
physical chemical prospective this is completely ex-
pected. HCO3

– is a dependent variable and cannot be 
the cause of the acidosis. Instead, Cl– administration 
decreases the SID (an independent variable) and 
produces an increase in water dissociation and hence 
H+ concentration. The reason this occurs with saline 
administration is that although saline contains equal 
amounts of both Na+ and Cl–, the plasma does not. 
When large amounts of salt are added, the Cl– con-
centration increases much more than the sodium 
concentration. For example, 0.9% (‘normal’) saline 
contains 154 mEq/L of Na+ and Cl–. Administration 
of large volumes of this fl uid will have a proportion-
ally greater effect on total body Cl– than on total body 
Na+. Of note, it is the total body concentrations 
of these strong ions that must be considered and 
although the true volume of distribution of Cl– is less, 
like Na+, the effective volume of distribution (after 
some time of equilibration) is equal to total body 
water [18].

There are other important causes of hyperchlorae-
mia (e.g. renal tubular acidosis, diarrhoea) and in ad-
dition, this form of metabolic acidosis is common in 
critical illness, especially sepsis. Although saline re-
suscitation undoubtedly has a role, there appears 
to be unexplained sources of Cl–, at least in animal 
models of sepsis [18]. One possible explanation is 
that this Cl– is coming from intracellular and intersti-
tial compartments as a result of the partial loss of 
Donnan equilibrium resulting from albumin exiting 
the intravascular space [18]. However, this hypothe-
sis is yet unproven.

Albumin and the weak acids
The second, non-volatile determinant of blood pH is 
the total weak acid concentration (ATOT). The weak 
acids are mostly proteins (predominantly albumin) 
and phosphates, and they contribute the remaining 
charges to satisfy electroneutrality such that SID − 
(CO2 + A–) = 0. However, A– is not an independent 
variable because it changes with alterations in SID 
and pCO2. Rather, ATOT (AH + A–) is the independent 
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variable because its value is not determined by any 
other. The identifi cation of ATOT as the third inde-
pendent acid–base variable has led some authors to 
suggest that a third ‘kind’ of acid–base disorder exists 
[23]. Thus, along with respiratory and metabolic, 
there would also be acidosis and alkalosis caused by 
abnormalities in ATOT. However, mathematical and 
therefore chemical independence does not necessar-
ily imply physiological independence. Although the 
loss of weak acid (ATOT) from the plasma space is an 
alkalinizing process [21], there is no evidence that 
the body regulates ATOT to maintain acid–base bal-
ance. Furthermore, there is no evidence that clini-
cians should treat hypoalbuminaemia as an acid–base 
disorder. Indeed, a recent 7000 patient trial compar-
ing albumin-based fl uid resuscitation with saline 
found no difference in 28-day survival [24].

Critically ill patients frequently have hypoalbumi-
naemia and as such their ATOT is reduced. However, 
these patients are not often alkalaemic and their SID 
is also reduced [25]. When these patients have a nor-
mal pH and a normal BE and HCO3

– concentration, it 
would seem most appropriate to consider this to be 
physiological compensation for a decreased ATOT 
[26] rather than classifying this condition as a com-
plex acid–base disorder with a mixed metabolic aci-
dosis/hypoalbuminaemic alkalosis. Thus, it seems 
far more likely that this ‘disorder’ is in fact the nor-
mal physiological response to a decreased ATOT. 
Furthermore, because changes in ATOT generally 
occur slowly, the development of alkalaemia would 
require the kidney to continue to excrete Cl– despite 
an evolving alkalosis. Most authorities would con-
sider such a scenario to be renal-mediated hypochlo-
raemic metabolic alkalosis, the treatment for which 
would include fl uids and/or chloride depending on 
the clinical conditions. Stewart’s designation of a 
‘normal’ SID of ~40 mEq/L was based on a ‘normal’ 
CO2 and ATOT. The ‘normal’ SID for a patient with 
an albumin of 2 g/dL would be much lower (e.g. 
~32 mEq/L).

Unmeasured anions
Unmeasured anions can be quantifi ed by the SIG, or 
less reliably by the anion gap (AG). The AG is cal-
culated from the abundant strong ions and HCO3

– 
without regard to weak acids (AG = [Na+ + K+] − [Cl– + 

HCO3
–] ). Normally, the SIG is near zero, while the 

AG is 8–12 mEq/L. The AG is an estimate of the sum 
of (SIG + A–). Thus, subtracting A– from the AG ap-
proximates the SIG. A convenient and reasonably 
accurate way to estimate A– is to use the following 
formula [27]:

2 (albumin g/dL) + 0.5 (phosphate mg/dL)

or, for international units:

0.2 (albumin g/L) + 1.5 (phosphate mmol/L)

Note that the ‘normal’ AG for a person with no un-
measured anions or cations in their plasma is equal 
to A– such that AG − A– = SIG = 0. This technique 
allows one to ‘calibrate’ the AG for patients with ab-
normal albumin and/or phosphate concentrations.

In addition to the ‘measured anions’ (e.g. Cl–, lac-
tate), several other anions may be present in the 
blood of critically ill patients. Ketones are perhaps 
the most important of these, but sulphates and cer-
tain poisons (e.g. methanol, salicylate) are important 
in the appropriate clinical conditions. In addition, 
unmeasured anions have been shown to be present 
in the blood of many critically ill patients [7–10]. It is 
important to emphasize that both strong and weak 
ions will alter the SIG (and the anion gap for that 
matter). Thus, the exact chemical make-up of the 
SIG may vary signifi cantly from patient to patient. 
Healthy humans and laboratory animals appear 
to have very little if any unmeasured anions and 
so their SIG is near zero. In one study, citing a pre-
viously published laboratory dataset calculated the 
total unmeasured anions in the blood of exercising 
humans at 0.3 ± 0.6 mEq/L [7].

However, unlike healthy exercising subjects or 
normal laboratory animals [11,18], critically ill pa-
tients seem to have much higher SIG values [28–33]. 
Recently, there has been controversy as to what con-
stitutes a ‘normal’ SIG and whether an abnormal SIG 
is associated with adverse clinical outcomes. Reports 
from the USA [28,29,33] and from Holland [30] have 
found that the SIG was close to 5 mEq/L in critically 
ill patients, while studies from England and Australia 
[31,32] have found much higher values. The use of 
resuscitation fl uids containing unmeasured anions 
(e.g. gelatins) could be the explanation but this 
has not been established. If exogenous anions are 
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administered, the SIG will be a mixture of endog-
enous and exogenous anions and, quite possibly, of 
different prognostic signifi cance. Interestingly, these 
two studies involving patients receiving gelatins 
[31,32] have failed to fi nd a correlation between SIG 
and mortality, while a positive correlation between 
SIG and hospital mortality has been found in studies 
in patients not receiving gelatins [28,29,34]. Indeed, 
one recent study reported that pre-resuscitation SIG 
predicts mortality in injured patients better than 
blood lactate, pH or injury severity scores [29]. 
Dondorp et al. [34] had similar results with pre-
resuscitation SIG as a strong mortality predictor in 
patients with severe malaria.

Interestingly, in none of these studies have the an-
ions responsible for the SIG been identifi ed. Given 
that individual patients may have SIG values of more 
than 10–15 mEq/L, it seems unlikely that any strong 
ion could be present in the plasma at these concen-
trations and be unknown to us. Yet, it seems stranger 
still for weak acids such as proteins to be the cause 
given that they are, in fact, weak. In healthy subjects, 
the total charge concentration of plasma albumin is 
only approximately 10–12 mEq/L. For a similarly 
charged protein to affect a SIG of 15 mEq/L, it would 
need to be present in very large quantities indeed. 
The answer, probably, is that the identity of the SIG 
in these patients is multifactorial. Endogenous strong 
ions such as ketones and sulphate are added to exog-
enous ones such as acetate and citrate. Reduced 
metabolism of these and other ions owing to liver 
[11] and kidney [35] dysfunction likely exacerbates 
this situation. The release of myriad of acute phase 
proteins, principally from the liver, in a setting of 
critical illness and injury is likely to add to the SIG. 
Furthermore, the systemic infl ammatory response is 
associated with the release of a substantial quantity 
of proteins including cytokines and chemokines, 
some of which, like high-mobility group B1, have 
been linked to mortality [36].

The cumulative effect of all of these factors may 
well be a refl ection of both organ injury and dysfunc-
tion. It is perhaps not surprising that there is a corre-
lation between SIG and mortality. Indeed, whatever 
the source of SIG, it appears that its presence in the 
circulation, especially early in the course of illness or 
injury, portends a poor prognosis. While the prog-

nostic signifi cance of SIG is reduced (or abolished) 
when exogenous unmeasured anions are adminis-
tered (e.g. gelatins), a SIG acidosis seems to be far 
worse than a similar amount of hyperchloraemic aci-
dosis and more like lactic acidosis in terms of signifi -
cance [37]. Although it is possible that saline-based 
resuscitation fl uids contaminate the prognostic value 
of hyperchloraemia the same way gelatins appear to 
confound SIG, there remains strong evidence that 
not all metabolic acidoses are the same.

Clinical applications

While most cases of metabolic acidosis and alkalosis 
are mild and self-limiting, there are certain circum-
stances in which acid–base derangements are 
quite dangerous. Such is the case when the disorders 
are extreme (e.g. pH <7.0 or >7.7); especially 
when the acid–base derangement develops quickly. 
Such severe abnormalities can be the direct cause of 
organ dysfunction. Clinical manifestations can in-
clude cerebral oedema, seizures, decreased myocar-
dial contractility, pulmonary vasoconstriction and 
systemic vasodilatation to name but a few. Further-
more, even less extreme derangements may produce 
harm because of the patient’s response to the abnor-
mality. For example, a spontaneously breathing pa-
tient with metabolic acidosis will attempt to 
compensate by increasing minute ventilation. The 
workload imposed by increasing minute ventilation 
can lead to respiratory muscle fatigue with respirato-
ry failure or diversion of blood fl ow from vital organs 
to the respiratory muscles, resulting in organ injury. 
Acidaemia is associated with increased adrenergic 
tone and, on this basis, can promote the develop-
ment of cardiac dysrrhythmias in critically ill pa-
tients, or increase myocardial oxygen demand in 
patients with myocardial ischaemia. In such cases, it 
may be prudent not only to treat the underlying dis-
order but also to provide symptomatic treatment for 
the acid–base disorder itself. Accordingly, it is impor-
tant to understand both the causes of acid–base dis-
orders and the limitations of various treatment 
strategies.

An extremely common cause of non-volatile acid–
base derangements is fl uid resuscitation. When in-
travenous solutions are administered to patients, the 
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effect on the plasma pH is the result of changes in the 
independent variables determining it (i.e. pCO2, 
ATOT and SID). Commonly used fl uids such as 0.9% 
(‘normal’) saline contain no weak acids and equal 
concentrations of strong ions (Na+ and Cl–) so that 
the SID of this solution is 0. When this solution is 
added to the plasma, the effect is to reduce the SID 
(an acidifying effect) (Fig. 14.2) while simultane-
ously reducing the albumin concentration (an alka-
linizing effect). Because strong ions have more effect 
on the pH than weak acids, the addition of saline to 
the plasma will have a slight acidifying effect. Using 
ex vivo haemodilution of normal whole blood, Mor-
gan et al. [21] have demonstrated that for crystal-
loids, the equilibrium point for these two opposing 
effects occurs at a SID of 24 mEq/L. When crystal-

loids with a SID <24 mEq/L are administered, acido-
sis will occur, while crystalloids with a SID >24 mEq/L 
result in alkalosis. When large volumes of saline (SID 
= 0) are used, the acidosis can be of suffi cient magni-
tude to produce clinically important acidosis. Fur-
thermore, if one fails to understand the reason for 
this acidosis, diagnostic and therapeutic mistakes 
may occur.

Finally, emerging evidence suggests that changes 
in acid–base variables infl uence immune effector cell 
function [38,39]. Thus, avoiding acid–base derange-
ments may prove important in the management of 
critically ill patients for their own sake and the sake 
of standardizing study protocols that attempt to ma-
nipulate immunological responses (e.g. anticytokine 
therapies).

SID = 146 – 104 = 42

SID = 147.5 – 113.9 = 33.6

Serum Na+
 140 mEq/L

Total body Na+:
140 × 42 = 5880 mEq

Other cations: K+, Ca+,
Mg2+ = 6 mEq

Serum Cl− 100 mEq/L
Total body Cl−:
100 × 42 = 4220 mEq

Other anions: lactate,
Sulphate, others = 4 mEq

New total body Na+ =
5880 + 1540 = 7420
New serum Na+ =
7420/52 = 142.7 mEq/L

Other cations are diluted slightly
Other cations = 4.8 mEq

New total body Cl− =
4220 + 1540 = 5760
New serum Cl− =
5760/52 = 110.7 mEq/L

Other anions are diluted slightly
Other anions = 3.2 mEq

Baseline

BD = 0

After 10 L of 0.9% saline

BD = 8.4
Figure 14.2 The effects of a 10-L saline load in a 70-kg 
man with normal baseline acid–base status. The effects 
assume no fl uid or electrolyte losses (no urine output) and 
suffi cient time for equilibration (approximately 2–
3 hours). Note that the change in strong ion difference 

(SID) is caused primarily by a greater relative increase in 
serum Cl– compared with serum Na+. Similar changes have 
been demonstrated experimentally [18]. The base defi cit 
(BD) increases in direct proportion to the decrease in SID 
[40].
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Conclusions

Unlike many other areas in clinical medicine, the ap-
proach to acid–base physiology has not often distin-
guished cause from effect. Although it is perfectly 
reasonable to describe an alteration in acid–base sta-
tus by the observed changes in H+ and HCO3

–, this 
does not itself imply causation. The essence of the 
Stewart approach is the understanding that only 
three variables are important in determining blood 
pH: pCO2, SID and ATOT. Neither H+ nor HCO3

– can 
change unless one or more of these three variables 
change. Strong ions cannot be created or destroyed 
to satisfy electroneutrality but H+ ions are generated 
or consumed by changes in water dissociation. 
Hence, in order to understand how the body regu-
lates pH one need only ask how it regulates these 
three independent variables. Other approaches to 
acid–base physiology have ignored the distinction 
between independent and dependent variables, and 
while it is possible to describe an acid–base disorder 
in terms of H+ or HCO3

– concentrations or base ex-
cess, it is incorrect to analyse the pathology and po-
tentially dangerous to plan treatment on the basis of 
altering these variables.
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CHAPTER 15

Fluids and electrolytes
Martin Kuper and Neil Soni

History

Although the importance of fl uids was acknowl-
edged in the ancient world we have only recently 
had the ability to give fl uids other than by the oral 
route. From an historical perspective the obvious 
fl uid to give patients was blood and this was fi rst at-
tempted by Jean Baptiste Denis in 1667, who used 
lamb’s blood to good effect initially although the 
next two patients died. Until recently, a common 
adage was ‘if they have lost blood, give blood’ and 
there is still interest in blood from sources other than 
humans. Human blood was fi rst used successfully at 
St Thomas’ Hospital, London in 1818 and was being 
used increasingly by the end of the 19th century.

There was growing interest in other fl uids, with 
saline being tried in 1891 and other fl uids such as 
Hartmann’s following. Other aspects of the use of 
fl uids developed concurrently and while haemody-
namics were the domain of the physiologist, others 
were interested in maintaining haemodynamic 
stability. There was no equipment for giving fl uids 
and improvization and innovation of administration 
methods were probably as important as the attempts 
to produce fl uids and helped translate their use from 
the laboratory to the hospital. The advent of the First 
World War contributed signifi cantly. The fi rst plas-
ma substitutes appeared in 1919 and were produced 
from gum acacia. The Second World War boosted 
the development of plasma substitutes. Initially 
polvinyl pyrrolidone (in the 1940s) and later an 
ever-increasing range of new colloids such as gelat-
ins, dextrans and starches were produced, although 
human plasma remains important even today. More 
recently, new crystalloids such as hypertonic saline 
are being investigated.

Physiology

Physiology is the foundation of fl uid management 
and for mammals this essentially comprises the 
maintenance of a fl uid milieu in a fl uid-deprived en-
vironment. Under normal temperate circumstances, 
an average adult might require in the order of 2.5 L 
fl uid per day. Although largely taken as food and 
drink, there is also a contribution from metabolism. 
The actual amount required is determined by the 
quantity lost in urine, faeces and sweat. In pathologi-
cal circumstances, losses depend on the disease and 
include everything from sweat to bowel losses or just 
bleeding. In these circumstances, the ability to main-
tain homoeostasis may be challenged and support is 
often necessary. In general terms, fl uid management 
is based on seeking to maintain equilibrium by deter-
mining the ongoing requirements, with the addition 
of any untoward losses. This applies to both the intra- 
and extracellular spaces although it is the extravas-
cular space that we can measure and manipulate. It is 
also this space, including the circulation, that is im-
portant in the distribution of substrates such as oxy-
gen on which organ function depends.

Equilibrium can be considered in terms of normo-
volaemia. Although this baseline is hard to deter-
mine, it may be considered clinically as when the 
patient is haemodynamically stable as indicated by a 
normal (for them) blood pressure and a normal pulse 
rate, well perfused, with the adequacy of perfusion 
confi rmed by clear indications of organ function 
such as urine output, cerebration or other endpoints. 
Homoeostasis is a dynamic process. In a single day in 
a 70 kg man, glomerular fi ltration is in the order 
of 200 L, carrying up to 30 000 mmol sodium. In 
the gut, over 10 L fl uid and 1500 mmol sodium are 
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secreted. Of this, 99% is reabsorbed and the fl uid 
and sodium balances are kept within very tight 
constraints.

When things go wrong it becomes obvious reason-
ably rapidly, despite robust compensatory mecha-
nisms for fl uid deprivation or loss. With rapid fl uid 
loss from the intravascular compartment, haemo-
dynamic stability is maintained by compensatory 
means until 15–25% loss of intravascular volume, 
after which decompensation occurs with obvious al-
terations in haemodynamics and then organ func-
tion. The critical quantity of blood or fl uid loss is 
determined by many factors in each individual but 
the ability of young mammals to compensate is 
always impressive. These mechanisms are far less 
impressive in the elderly or infi rm.

The clinical signs of dehydration are more insidi-
ous with slower onset. They refl ect total body losses 
despite fully employed compensatory mechanisms. 
Signs appear at 6% loss and 10% constitutes severe 
dehydration.

It is important to put fl uid and electrolyte manage-
ment into context. The human body, even when 
damaged, is an immensely complex but also robust 
and resilient ‘machine’. The protective mechanisms 
that conserve fl uid and electrolyte balance have 
evolved in mammals over the millennia and are so-
phisticated and relatively precise. In contrast, our 
best efforts are rather crude and unsophisticated. 
Fortunately, if we provide the basic components, the 
innate physiology usually effectively deals with the 
fi ner detail. The guiding principle in interacting with 
human physiology should therefore be ‘keep it sim-
ple, keep it safe’.

A rule of thumb
The hourly ‘maintenance’ water requirement may 
be estimated as:

4 mL/kg for the fi rst 10 kg, plus 2 mL/kg for the next 
10 kg, plus 1 mL/kg for each subsequent kg of 
body weight

The predicted daily requirement for a 75-kg man is 
therefore:

(10 × 4 mL) + (10 × 2 mL) + (55 × 1 mL) = 85 mL/
hour = 2040 mL/day

Electrolytes

The specifi c composition of bodily fl uids is of impor-
tance because cells require the correct milieu for 
their metabolic electrophysiological functions. Of 
necessity, this chapter does not cover the raison 
d’etre of the electrolyte components of compart-
ments, which is available in any physiology text, but 
looks at the situation from the viewpoint of fl uid 
management.

Sodium
Total body sodium is in the order of 3000 mmol in a 
70-kg man, with a reasonably high daily turnover, so 
that a normal requirement in an adult is in the order 
of 100 mmol/day (1–1.5 mmol/kg). Serum sodium is 
usually around 140 mmol/L in the plasma compart-
ment, with a similar value in the interstitial space, 
but a much lower intracellular concentration, where 
potassium is the dominant ion.

Consider the body as three compartments: the 
intravascular, interstitial and intracellular compart-
ments (Fig. 15.1). Sodium is predominantly dis-
tributed across the intravascular and interstitial 
compartments and is in dynamic equilibrium be-
tween these compartments. The concentrations are 
not identical, but are essentially very similar. Distri-
bution across the ‘compartment barriers’, which 
are permeable to sodium, results in equilibrium. As 
these compartments constitute the main location of 
sodium, the plasma sodium provides a reasonable in-
dicator of total body sodium when taken in context 
with hydration. Sodium and fl uid are linked closely 
and so are the control mechanisms. Control is medi-
ated via both volume and osmoreceptors. Reduction 
in volume or in osmotic pressure result in sodium 
and water retention. Both high and low sodium con-
centrations occur in pathological states and are clini-
cally relevant.

Potassium
A 70 kg man has approximately 3200 mmol potassi-
um with a turnover of 40–120 mmol/day. The serum 
value is in the range 3.5–5 mmol/L. The majority of 
potassium is intracellular and varies in concentra-
tion between cells from 135 to 150 mmol/L. Only 2% 
of all potassium is in the intravascular compartment. 
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Unlike sodium, serum potassium represents only a 
tiny fraction of body potassium and is not necessarily 
representative of total body potassium. Potassium 
loss occurs from the gastrointestinal tract and in the 
urine. The quantity lost with diarrhoea can be very 
large. Efforts to conserve potassium may then result 
in hydrogen ion loss in preference to potassium, 
which can produce alkalosis. This may provide some 
indication of the degree of potassium depletion.

Chloride
Nature requires electrochemical neutrality and so 
anions are also important. Chloride will be retained 
by the kidneys if the bicarbonate is unusually low 
and reabsorbed sodium cannot be balanced by other 
anions such as phosphate, urate or acetoacetate. This 
produces hyperchloraemic acidosis, because chlo-
ride, unlike bicarbonate or phosphate, is unable to 
act as a buffer as it cannot accept hydrogen ions at 
physiological pH. This occurs in renal tubular acido-
sis and following transplantation of the ureters into 
the colon. Iatrogenic causes include carbonic anhy-
drase inhibition and the administration of large 
quantities of chloride as saline. The excess chloride is 
a strong ion and in excess, therefore, generates an ac-
idosis. This is because the chloride ion seeks a cation 
to provide electrochemical neutrality. Chloride de-
pletion occurs when chloride is lost without sodium 
(e.g. in pyloric stenosis). Normally, renal sodium is 

reabsorbed with chloride, but if chloride is absent 
then more bicarbonate is reabsorbed, producing an 
acid urine and a metabolic alkalosis. This illustrates 
that the anions and cations are closely interrelated 
with acid–base balance.

The response to injury

Signifi cant stress, whether surgery trauma or 
infection, results in a predictable series of physiologi-
cal responses that are protective in nature. Tele-
ologically, these aim to conserve fl uid and to maintain 
homoeostasis. There is increased secretion of adren-
ocortical hormones and, in particular, of antidiuretic 
hormone. The result is salt and water retention, 
which may last for several days after the event. The 
sodium conservation may increase potassium loss, 
which is often maximal at 24 hours but may be sus-
tained. In the immediate postoperative or post-inju-
ry phase, these physiological responses should be 
considered when assessing the choice of fl uid re-
placement as indeed should any ongoing losses 
(Table 15.1).

Distribution of fl uids

The easiest way to look at fl uid management is by 
using the three-compartment model whereby the 
body is simplistically divided into the intracellular, 

Hypothalamus

Anterior pituitary

Zona glomerulosa

Stress

CRF

ACTH

Aldosterone

Na K

Blood flow
BP

Kidney

Renin
Angiotensin I
Angiotensin II

ECF

ECF

JGA

AdrenalCortisol Osmoreceptors
Volume receptors

ADHPosterior pituitary H2O

Figure 15.1 Diagram of the three-
compartment model. ACTH, 
adrenocorticotrophic hormone; ADH, 
antidiuretic hormone; CRF, 
corticotrophin releasing factor; ECF, 
extracellular fl uid; 
JGA,juxtaglomerular apparatus.
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out using channels. Other ions such as calcium and 
magnesium are also limited in movement. Most larg-
er molecules can only move into or out of the cell by 
active transport processes.

The interior of the cell has a large concentration of 
potassium and low sodium. The distribution of these 
ions, an active energy requiring process, results in a 
membrane potential and provides the electrophysio-
logical properties of the cell. So, in simple terms sodi-
um and water can move between interstitial and 
intravascular spaces while only water can move 
freely across all three compartments.

The concept of equilibration determines the 
amount of movement and the driving forces are pre-
dictable. Hydrostatic and osmotic gradients work 
across all three compartments to some degree. On-
cotic pressure, largely determined by the pressure in-
voked by large immobile molecules, is seen to act 
between intravascular and interstitial spaces but its 
role at a cellular level is uncertain. Clearly, an active 
synthetic cell may well develop oncotic gradients 
and may infl uence water movement, but this is 
conjecture and is neither measurable nor can it be 
manipulated. Electrochemical gradients may also in-
fl uence movement.

Other factors affecting movement are molecular 
shape, molecular charge and active transport mech-
anisms. The main determinants of movement are 
the pressure gradients whether hydrostatic, osmotic, 

Table 15.1 Electrolyte content of some body fl uids.

 Na K  Cl 
 (mmol/L) (mmol/L) (mmol/L)

Stomach  60  9  84

Small intestine 111  4 104

Bile 148  5 100

Pancreatic juice 140  5  76

Ileostomy new 130 11 116

Ileostomy est.  46  3  21

Caecostomy  52  8  42

I−V
Interstitial

space
ICF

Extracellular  space

5 L 14 L 23 L

Figure 15.2 Simplifi ed stress response. Salt and water 
conservation. ICF, intracellular fluid; IV, intravenous.

interstitial and intravascular compartments. Simple 
rules can be applied to the behaviour of these com-
partments which eases understanding. Like all mod-
els, its limitations need to be understood; this is a 
very limited model in various pathophysiological 
states, nevertheless it is a good starting point (Fig. 
15.2).
1 Water constitutes 60–70% of total bodyweight 
and is distributed through all three compartments: 
the intravascular, extracellular and intracellular 
spaces.
2 Sodium distributes across the intravascular and 
interstitial spaces.

The intravascular space is small, accessible and is 
characterized by a high sodium and low potassium 
concentration. It equilibrates with the interstitial 
space, which has similar composition because both 
sodium and water can move freely. Other molecules 
also equilibrate, although there is resistance to the 
movement of larger molecules, and very large mole-
cules and cells are retained in the intravascular space. 
The interstitial space is drained by lymphatics and 
can be considered an extension of the intravascular 
compartment.

In contrast to these two spaces, the intracellular 
compartment is protected by a cell membrane. Only 
water and dissolved gases such as oxygen can move 
freely across this membrane. Neither sodium nor po-
tassium can move across this membrane easily with-
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oncotic or electrochemical, but it is helpful to appre-
ciate that it is the gradient and not the absolute pres-
sure that is important.

To illustrate this latter point let us consider a capil-
lary. The hydrostatic pressure in the capillary will 
tends to drive fl uid out into the low pressure intersti-
tium. As fl uid moves out, the concentration of mole-
cules in the capillary will increase and this generates 
an oncotic gradient, pulling fl uid back. Simultane-
ously, lymph drainage will reduce the hydrostatic 
pressure in the interstitium which otherwise would 
begin to impede movement as the gradient would 
decrease. Starling’s equations relating to the move-
ment of fl uids and electrolytes in the capillary de-
scribes this very well (Fig. 15.3).

This is also a good example of how models need to 
be limited. The oncotic gradient eloquently described 
in Starling’s equation depends on the integrity of the 
endothelial barrier. In normal circumstances this is 
accurately described in the equation, but in patho-
physiological situations the ‘integrity of the mem-
brane’ may fail (this is otherwise called permeability, 
but the exact nature of this change is unknown). 
When it fails, larger molecules can try to equilibrate 
as well by moving into the interstitium. Initially, 
their plasma concentration will fall, as will the gradi-
ent but, as the molecules disperse in the interstitium 
and are also diluted by the fl uid they oncotically drag 
with them, a new gradient may establish itself which 
may be very similar to the old. The plasma concen-
tration will be lower, but the gradient is not necessar-

ily altered. Knowledge of the concentration of a 
protein on one side of the membrane will not neces-
sarily inform on the gradient. This demonstrates a 
major fl aw in extrapolating the model too far.

The mechanism by which fl uid crosses the en-
dothelium is also ill defi ned. Active transport that is 
driven by the Na/K pumps may be involved. Obser-
vations in animals, and in humans, show that there is 
active clearance of liquid from the alveoli across the 
alveolar membrane [1–5]. Failure of this mechanism 
would signifi cantly infl uence the balance of forces in 
the Starling equation. It raises issues about the role of 
such mechanisms in the formation of pulmonary 
oedema, and of the role of hypoxia.

Fluid distribution

The only space we can measure and have access to is 
the intravascular compartment. Measurements can 
be made in a wide range of ways and then fl uids can 
be given into that compartment and the effects on 
that space can be measured.

The interstitial space can be assessed clinically but 
not numerically, although some new devices such as 
PiCCO® (Pulsion, Munich, DE) suggest that some 
measure of extravascular lung water can be made. 
These tend to be indirect measurements and do re-
quire some assumptions. Clinically, loss of tissue tur-
gor, or alternatively oedema, can be assessed.

The intracellular compartment is a mystery as it 
cannot be measured and even clinical assessment is 

Net fluid flux, Jv = Kfc. Net filtration pressure

Jv = Kfc [(Pc - Pi) - σ (πc - πi)]

[Capillary = microvessel = mv]

[Interstitium = i]

Hydrostatic
Pressure,

Pc

piPi

Oncotic
Pressure,

pc

Lymphatic
return

Capillary
endothelium

[17 mmHg] [28 mmHg]

[10 mmHg][-2 mmHg]

Figure 15.3 Schema of the Starling–
Landis equation. This is a capillary with 
blood fl owing through. Pc, hydrostatic 
pressure in the capillary; πc, the oncotic 
pressure in the capillary; Pi, the 
hydrostatic pressure in the interstitium; 
πi, interstitial oncotic pressure; Jv, net 
fl ux; Kfc, fi ltration coeffi cient; σ 
refl ection coeffi cient (measure of 
permeability to proteins or large 
molecules  —  when it is 0 it is 
completely permeable).
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diffi cult. This should be remembered when there is 
discussion about repleting the intracellular space.

Crystalloids
It is helpful to defi ne common terms. Crystalloid, in 
colloidal chemistry, is an ionic or molecular sub-
stance with some or all the properties of a crystal, or 
a substance such as salt or sugar. In clinical practice 
this is loosely used to describe fl uids that contain sug-
ars or salts. Osmosis is the movement of water by dif-
fusion from a region of high water concentration 
(low solute concentration) to low water concentra-
tion (high solute concentration). Molality is the 
number of particles dissolved in a mass of fl uid 
(mmol/kg). Osmolality is usually expressed in terms 
of mOsm/kg. Molarity is the number of particles of a 
particular substance in a volume of fl uid (e.g. mmol/
L). Osmolarity depends on the number of osmoti-
cally active particles in a volume of solution and is 
expressed as mOsm/L.

The osmolarity of plasma is given approximately 
by the formula:

Osmolarity = 2 ([Na] + [K]) + [urea] 
+ [glucose] mmol/L

The plasma osmolarity is normally 280–290 mOsm/
L. The osmolar gap is the difference between meas-
ured and calculated osmolarity and is usually less 
than 10 mOsm/L.

There are two main considerations:
1 Salt solutions will equilibrate across the intravas-
cular and interstitial compartments with distribution 
proportional to the volume of each compartment.
2 Water will distribute across all three compart-
ments again proportional to the volume of each 
compartment.

For example, if 1 L half normal saline is added to 
1 L saline the total volume will be 2 L but the concen-
tration will have fallen to 0.75 normal saline. The 1 L 
half normal saline could be considered as 500 mL 
normal saline and 500 mL water (sometimes termed 
free water). The 2 L would consist of 1.5 L saline and 
500 mL water. This simple concept allows identifi ca-
tion of ‘free water’ (i.e. water that is not committed 
to sodium).

This concept aids working out fl uid distribution. 
Administered fl uid consists of the quantity that is 

iso-osmotic with the intravascular compartment and 
which will distribute through the extracellular space 
(intravascular and interstitial) and the free water 
which will distribute to extra- and intracellular 
spaces (i.e. all three compartments).

We can use these concepts to predict the behav-
iour of any solution, provided we know its composi-
tion. If we assume that normal saline is iso-osmotic, 
it has the same ionic concentration as the plasma and 
it will freely and quite rapidly distribute across the 
intravascular and interstitial spaces, which will be-
have as one space. If the intravascular space is 5 L and 
the interstitial space is 10 L then after 20 minutes or 
so, approximately 33% of the administered fl uid will 
be intravascular and 66% will be interstitial. Proteins 
and other osmotically and oncotically active mole-
cules will alter the distribution to a minor extent, but 
the predominant distribution will be in proportion to 
the size of the two spaces.

One litre of 5% dextrose is isotonic. Unlike salt, 
glucose is taken up by cells and metabolized, leaving 
‘free water’. Therefore dextrose solutions can be 
considered as free water in terms of distribu-
tion  —  unless they have added salt  —  because after 
administration the glucose will be metabolized 
and the remainder is water. This can freely cross 
all barriers and will distribute to all three spaces 
according to the relative volume of each space. If 
the intravascular volume is 5 L, interstitial 10 L and 
intracellular 15 L, the fl uid will distribute in the 
ratio 5 : 10 : 15. The litre of fl uid will split: 17% will 
remain intravascular, 33% interstitial and 50% 
intracellular.

Dextrose saline (4% dextrose and 1/5 normal sa-
line) provides a means of illustrating this concept. In 
a litre bottle there is 1/5 L normal saline and 4/5 L 
water. The saline will distribute to the intravascular 
and interstitial spaces, the water to all three spaces.

This again is a simple model but it can be applied in 
practice to a limited degree. If intravascular fi lling is 
required, then any fl uid will instantaneously fi ll the 
space, but its distribution will determine how long it 
stays there. Iso-osmotic salt-based fl uid is more effi -
cient than dextrose, which rapidly becomes water 
and therefore hypotonic. Conversely, if a patient is 
dehydrated and water-depleted then a solution that 
gets to all spaces is better, although on a practical 
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level intravascular repletion should take 
precedence.

Put simply, a salt solution tends to fi ll the intravas-
cular and interstitial space dependent on its tonicity. 
Dextrose solutions approximate rapidly to water and  
can be used to fi ll all spaces including the intracellu-
lar space.

It is important to remember that this is a model 
and that the ability to genuinely put fl uid where it 
is required is very limited. This model tends to be 
thought of as a static model while it is clear in theory 
and in practice it is dynamic. If crystalloids are ad-

ministered rapidly, as occurs in resuscitation, the 
following phases could occur in the lungs (Fig. 15.4) 
[a–c].
1 The crystalloid will instantaneously dilute the in-
travascular compartment and reduce the oncotic 
pressure while increasing the hydrostatic pressure. 
This reduces the oncotic pressure holding the fl uid in 
the compartment, while increasing the hydrostatic 
pressure tending to push the fl uid out.
2 As the fl uid distributes out into the interstitium 
it dilutes the interstitium, reducing the interstitial 
oncotic pressure and increasing the hydrostatic 

Intravascular Interstitial

Fluid

Piv

piv

Pit

pit

Gradient P − p 

(a)

Lymphatics

Intravascular
Interstitial

Gradient P − p 

Lymphatics

Fluid

Fluid

Fluid
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piv

Pit

pit

(b)

Intravascular Interstitial

Gradient P − p 
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Pit
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Figure 15.4 (a) Giving intravascular fl uid increases 
intravascular pressure (Piv) and reduces intravascular 
oncotic pressure πiv. There is increased hydrostatic 
gradient and reduced oncotic gradient. P–π increases fl uid 
moves into the interstitium. (b) Fluid moves out of the 
intravascular space. Interstitial hydrostatic pressure Pit 

rises, interstitial oncotic pressure πit falls. The resultant 
gradient is P–π. (c) As fl uid moves out the Piv falls, πiv rises 
while Pit is increased and πit is still low. The gradient P–π is 
very low and fl uid fl ux falls. Lymphatic fl ow, from the 
raised interstitial pressures, rises.
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pressure in the interstitium. This will begin to resist 
further fl uid infl ow.
3 Simultaneously, the fl uid leaving the intravas-
cular space will tend to increase the intravascular 
oncotic pressure, and as fl uid leaves the intravasc-
ular hydrostatic pressure will tend to fall. There is 
less force moving fl uid out and equilibration 
occurs.
4 Even as this is happening, excessive fl uid accumu-
lation in the interstitium is prevented by alterations 
in lymph fl ow draining that compartment (fl ow can 
increase 10-fold).

Colloids and distribution
The discussion has focused on fl uids with small mol-
ecules that can readily move out of the intravascular 
space. If the molecules are large they may be imped-
ed in their movement. In normal plasma, the plasma 
proteins are the major colloids. The plasma protein 
concentration is approximately 0.9 mOsm/L which 
would give a predicted oncotic pressure of 0.9 × 
19.3 mmHg = 17.4 mmHg. The actual plasma oncotic 
pressure measured with a colloid osmometer is usu-
ally higher, at approximately 25 mmHg, for two main 
reasons:
1 The negative charge of plasma proteins cause 
retention of positively charged sodium ions in the 
plasma, a Gibbs–Donnan equilibrium that increases 
the plasma osmolality.
2 Plasma proteins occupy signifi cant volume, which 
is lost from the calculation introducing a signifi cant 
error.

In a simple physical system with a known pore size 
it would be possible to predict which molecules 
would be unable to move. Reality is different. Size is 
a constraint on movement but this may vary between 
organs and certainly in different disease states. This 
will be considered again later. Nevertheless, the sim-
ple model of a fi sherman’s net with a known mesh 
size assumes that molecules of a certain size cannot 
move out of the intravascular space. Colloids are of a 
certain size and are less likely to move out. The larger 
the molecule the longer it will remain in the intra-
vascular compartment. In situations where there is 
acute blood loss and the intention is to keep the cir-
culating volume adequate for perfusion to occur, a 
fl uid that stays in that space has obvious benefi ts. In 

theory, less will be required and it will not fi ll up the 
interstitial space.

Unfortunately, the model is not particularly good 
[6]. Colloids do move and the classic example is albu-
min. Albumin is able to move between the intravas-
cular and interstitial space at a reasonable rate and 
indeed there is a reasonably large turnover on a daily 
basis. This is not surprising as the intravascular vol-
ume is, above all else, a transport system and the sub-
strates it carries and the immunological defences 
such as white cells need to be able to get to the site of 
action, which may be the interstitium or even the 
cell itself. The mechanisms by which large molecules 
move are unclear. Certainly gaps or pores between 
endothelial cells may be a mechanism that alters in 
some conditions, while active transport may also be 
important (Fig. 15.5). Factors that are involved in 
the likelihood of movement include molecular size, 
shape, polarity, charge and disease states (there may 
be radically increased effl ux of colloids in illness such 
as fulminant sepsis). However, it is true to say that 
colloids do tend to remain in the intravascular com-
partment longer than crystalloids.

A secondary problem that should be considered is 
what happens to these molecules once they are in 
the interstitium. Salt solutions are readily drained by 
the lymphatics and are passed back into the circula-
tion and then excreted. Similarly, the gelatins proba-
bly fi nd their way back into the circulation via the 
lymphatics and hence are passed in the urine. Mole-
cules such as the starches may be taken up and 
trapped by the reticuloendothelial system or some 
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Figure 15.5 Some structures in a capillary wall. Where is 
the leak?
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may be metabolized. The rate of clearance of these 
molecules may be slow. There has been discussion as 
to the clinical implications of retained colloids in the 
interstitium. In particular, there has been debate 
about whether late lung injury could be in part due 
to trapped colloid in the lung interstitium. To date 
this is purely conjecture.

In conclusion, colloids usually stay in the intravas-
cular compartment longer and this is in part molecu-
lar size dependent. They are a more effi cient way of 
fi lling the intravascular space and therefore result 
in less fl uid administration and usually less clinical 
evidence of interstitial oedema. Whether this is cli-
nically benefi cial remains a source of contention. 
Furthermore, the model that colloids are trapped in 
the intravascular compartment is a useful idea, but 
needs considerable modifi cation in practice. In se-
vere sepsis, when everything is leaking, it is likely 
that even with colloids, the intravascular and inter-
stitial space act effectively as one compartment, with 
relatively free fl uid distribution from one to the 
other. The body then behaves as a two- rather than 
three-compartment model (Fig. 15.6).

The concept of ‘leak’
In the critically ill it is readily observed that large 
amounts of fl uid may be needed to sustain the circu-
lation and that with time the patient appears oede-
matous. This is because of distribution of fl uid and 

expansion of the interstitial space. Several mecha-
nisms are involved. The increase in fl uid movement 
out of the intravascular space is called ‘leak’ and is 
caused by changes in ‘permeability’ (Fig. 15.5). 
Again, this is an easy concept that belies the actual 
mechanisms. The endothelial layer becomes perme-
able but the exact mechanism is unclear. It could be 
pore size, gaps between cells, membrane changes or 
other mechanisms, but the term permeability is use-
ful to cover all possibilities, while the real nature of 
the leak is unknown. It is also likely that the effi cacy 
of lymphatic drainage may play a part so that it may 
be partly drainage failure that makes the leak appear 
larger than it is.

Hypertonic solutions
There is resurgent interest in the use of hypertonic 
solutions. Using the same model this involves ad-
ministering a hypertonic solution into the intravas-
cular volume. This draws fl uid from the interstitium 
and from the cells. The extra fl uid is therefore endog-
enously derived. It is a short-term measure that ap-
pears to work. It cannot be used repeatedly as there 
are limited fl uid reserves; it introduces a massive 
salt and hypertonic load that must be removed even-
tually. The advantage is reduced fl uid administra-
tion and various niches are being sought for its 
application.

Fluid administration  —  therapeutics

Fluids are used in two main therapeutic 
manoeuvres.

Maintenance of normal homoeostasis 
and replacement of fl uids that will 
replenish daily requirements of water 
and electrolytes
To do this, an assessment needs to be made of daily 
requirements to which is added measured or esti-
mated losses. This includes situations where there 
are large losses from disease states such as diarrhoea 
or vomiting. An assessment should be made of the 
normal requirements to which any other losses are 
added. Due consideration should be made of the 
types of losses. Upper gastrointestinal losses may be 
rich in electrolytes and both the volume and content 

I−V
Interstitial

space
ICF

Extracellular space

5 L 15+ L 23 L

Figure 15.6 The two-compartment model. In leaky state, 
the intravascular and interstitial space act as a single 
compartment so fl uid put intravascularly equilibrates 
rapidly. This expands the interstitial space which will 
increase in size, hence 15 + L. ICF, intracellular fluid.
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need to be considered. In some conditions such as in 
diabetes insipidus or glycosuria, large volumes of 
water are lost and will need replacement.

Maintenance and replacement of losses can be 
easily managed with standard electrolyte solutions. 
The human body is extremely sophisticated and can 
usually fi ne-tune the distribution of fl uids and elec-
trolytes appropriately, provided approximately the 
correct amounts are being provided. Most situations 
can be managed using normal saline to provide salt 
and water and with dextrose solutions to provide 
‘free water’. Normal saline has more sodium than 
plasma and may be slightly hypertonic. It also pro-
vides an unnaturally large chloride load. Hence there 
is a tendency to use more balanced solutions such as 
Hartmann’s or Ringer’s lactate.

Care must be taken that the dextrose is being ab-
sorbed. In a diabetic patient, the dextrose could re-
sult in hyperglycaemia and this would produce an 
osmotic diuresis where more water would be lost. 
Dextrose may still be given but there should be ade-
quate glucose control.

In most situations, extra potassium may be needed 
to supplement any requirements. Management of 
fl uids mandates the needs to monitor the patient. 
Clinically, signs of dehydration such as thirst, altered 
haemodynamics and passing urine are helpful. This 
should be supplemented with electrolyte measure-
ment and correction of any defi cits. The frequency of 
monitoring should be dictated by the stability of the 
patient. In normal life outside of hospital most peo-
ple avoid dehydration and overhydration using their 
intrinsic homoeostasis without even being aware of 
it. Usually, most of these mechanisms are still work-
ing in the conscious sick and should not be ignored. 
Thirst is the classic symptom that has an important 
message. Clearly, in the unconscious it is more diffi -
cult but other homoeostatic mechanisms will still be 
functioning.

Bedside monitoring involves regular clinical as-
sessment. The haemodynamic state including pe-
ripheral perfusion pulse and blood pressure give an 
indication of the intravascular space. Assessment of 
peripheral oedema and pulmonary oedema give an 
idea of the state of the interstitium. The intracellular 
space is only accessible in severe dehydration where 
the loss of all interstitial fl uid and tissue turgor imply 

depletion. Peripheral oedema alone does not indi-
cate the state of the intravascular compartment but is 
a feature of sequestration.

Fluid balance charts are helpful and should list all 
input and output. Again this needs to be assessed in 
the context of the clinical situation. For routine ward 
management the chart should indicate not only un-
usual losses, but also the cumulative total of fl uid 
input, which with antibiotics and other fl uids may be 
far greater than expected. Invisible and unrecorded 
volumes, such as sweat or faeces, should be routinely 
assessed and can indicate fl uid accumulation. In 
maintaining homoeostasis the message is ‘keep it 
simple, keep it safe’.

Resuscitation: rapid re-establishment 
of an adequate circulating 
intravascular volume
When there is a signifi cant loss of circulating blood 
volume, the intravascular volume may become in-
adequate to deliver substrates, especially oxygen, to 
the tissues, despite the best efforts of compensatory 
mechanisms. This may be a 20% fl uid loss but it will 
depend on speed of loss, compensation and the gen-
eral health of the patient. Physiological mechanisms 
will compensate for this fl uid loss by:
1 Vasoconstriction, which effectively reduces the 
capacitance of the system and diverts any available 
intravascular volume to critical sites
2 Increased cardiac output to utilize the available 
delivery fl uid more effectively
3 Distribution of fl uid from other compartments 
into the intravascular space
4 Acidosis developing from tissue hypoxia shifts the 
Bohr equation and helps oxygen delivery to critical 
areas.
Two main principles should be employed: stop the 
fl uid loss if possible and restore a functioning circula-
tion as rapidly as possible.

It is mandatory that vital organs are adequately 
perfused. The fl uid used is immaterial initially as 
anything is better than nothing. In more ideal cir-
cumstances, the choice may be either crystalloid or 
colloid and both have their proponents. If there is 
blood loss to the point at which oxygen carriage is 
threatened or where it is likely the situation is ongo-
ing and therefore oxygen delivery will be threatened, 
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then blood may need to be given. Transfusion thresh-
olds are now much lower but need to take account of 
the circumstances, the comorbidity of the patient 
and the degree of control of the bleeding that exists. 
A margin of safety should be present if possible. Some 
authorities suggest a haemoglobin concentration of 
7 g/dL is reasonable but in real life with active bleed-
ing it is sensible to have a slightly higher threshold. 
If blood is not necessary then the choice of fl uids 
becomes contentious. Any fl uid will do in a crisis but 
where choice is involved it becomes diffi cult. The 
choice is crystalloid or colloid and having decided 
which to use, then which crystalloid or which 
colloid.

Crystalloids will achieve the goal and most author-
ities recommend starting with crystalloid. Saline, 
Hartmann’s and Ringer’s lactate are all preferable to 
the dextrose solutions (see above). When compared 
with colloid it is clear that crystalloids distribute more 
rapidly and so the benefi t is not sustained and more 
fl uid has to be given [7]. The volume of crystalloid 
may be up to fi ve times the volume of blood lost. 
There is debate as to whether crystalloid is better or 
worse for microvascular perfusion [8–10]. The entire 
subject is confused by apparently paradoxical data 
such as the observation that while more extravascu-
lar lung water and more tissue oedema are found 
using crystalloid, no alteration in systemic or region-
al (i.e. mesenteric) oxygen uptake or greater ileal tis-
sue acidosis are seen [11].

Dextrose solutions are poor for resuscitation as 
they distribute so rapidly and so are relatively inef-
fective unless very large volumes are used [12]. They 
also provide a potentially problematic glucose load 
and excessive volumes of free water in a patient who 
will retain both salt and water. The situation then 
prevails where hyponatraemia and osmotic dysequi-
librium are likely. This can be used to illustrate a 
common iatrogenic problem. In the management of 
the postoperative elderly patient, fear of cardiac fail-
ure leads to avoidance of salt and therefore the irra-
tional use of dextrose or dextrose saline, which is in 
effect, water. The operative stress response appropri-
ately retains the fl uid but as it is water, hyponatrae-
mia ensues [13]. The stress response is appropriate 
but the iatrogenic water administration is not. The 
condition of inappropriate antidiuretic hormone se-

cretion presents similarly but without the entirely 
appropriate stress response [14–17].

In theory, colloids stay in the intravascular space 
and sustain intravascular volume. As there is no dis-
tribution, less fl uid is needed and less ends up in the 
interstitium. Certainly, in volunteers and in most 
non-pathological situations such as minor and inter-
mediate surgery, most colloids have a pronounced 
and sustained effect on the intravascular space. In 
situations where there is a signifi cant infl ammatory 
response such as trauma, major surgery and sepsis, 
there appears to be increased ‘permeability’ as seen 
by more rapid egress of the molecules from the intra-
vascular space [18]. A less well-sustained clinical ef-
fect is seen.

Despite this reduction in effi cacy under these cir-
cumstances, some clinicians prefer using colloids for 
resuscitation. Controversy has been intense for over 
three decades, with little hard evidence to show 
either benefi t or detriment for either. This lends con-
siderable weight to the argument that personal 
choice dictates what is used. There is intrinsic safety 
in routine and so changing practice for no clear rea-
son may be hazardous. The Cochrane collaboration 
raised the spectre of danger in using colloids and in 
particular albumin. The safety issue has been refuted 
by the SAFE study that showed no mortality differ-
ence between albumin and saline in the critically ill 
[19–22]. The real outcome from both the Cochrane 
and the SAFE study was a clear demonstration on 
how little genuinely useful information is available 
on the relative merits of these commonly used 
therapies.

Given these basic principles, it should be possible 
to decide which fl uids to use when their individual 
properties are known (Table 15.2).

Fluids available
Although fl uids are often classifi ed as either crys-
talloids or colloids, a more functional classifi cation 
is:
1 Isotonic crystalloids: these distribute through the ex-
tracellular fl uid
2 Hypertonic crystalloids and colloids: these distribute 
initially through the intravascular space only
3 Dextrose solutions: after metabolism of dextrose 
these solutions become hypotonic (i.e. water), and 
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distribute through the intravascular interstitial and 
intracellular spaces.

Isotonic crystalloids
The isotonic crystalloids contain sodium in similar 
concentration to the extracellular fl uid. ‘Mainte-
nance’ fl uid must meet daily requirements of both 
electrolytes and water. Stress such as surgery, infec-
tion, hypovolaemia and pain elicits an appropriate 
antidiuretic hormone (ADH) response. There is re-
tention of water over and above sodium. Salt and 
water is better than water alone.

Normal saline 0.9% NaCl
Constitution: Na+ 154 mmol/L, Cl– 154 mmol/L; calcu-
lated osmolality 300 mOsm/L as a result of incom-
plete dissociation of sodium and chloride ions.

Distribution: Peak plasma volume expansion of ap-
proximately 20% of administered volume in healthy 
volunteers.

Advantages: No anaphylactoid reactions. Volume ef-
fect is sustained at 6 hours compared with Hart-
mann’s solution. Cheap [23].

Disadvantages: Distribution means that larger vol-
umes given to sustain intravascular volume will po-
tentially result in more interstitial fl uid and more 

oedema. Large volumes of saline can cause metabolic 
acidosis because of the accumulation of the strong 
anion chloride [24–27]. Whether this arises from the 
strong ion effect of hyperchloraemia or due to dilu-
tion of bicarbonate is debated [28]. It is uncertain as 
to whether there are clinical consequences. Rapid 
haemodilution by 20–30% causes a procoagulant 
state through unclear mechanisms [29,30].

Role: Still the mainstay of intravenous fl uid adminis-
tration. Although recent research has emphasized 
that normal saline is not ‘normal’ because it is hyper-
tonic and hyperchloraemic compared with plasma, 
the clinical signifi cance is disputed.

Balanced salt solutions
Constitution: Hartmann’s solution Na+ 131 mmol/L, 
K+ 5 mmol/L, Ca2+ 2 mmol/L, Cl– 111 mmol/L, 
lactate 29 mmol/L. Calculated osmolality 
276 mOsm/kg.

Distribution: Similar to saline, marginally less osmoti-
cally active particles and hence distributes faster 
[23–31]. Following rapid administration, half of 
the increase of plasma volume is gone by 6 hours in 
healthy volunteers. This poor intravascular reten-
tion of Hartmann’s solution compared with normal 
saline may be because of mild hypotonicity causing 
inhibition of ADH secretion [32,33].

Table 15.2 The composition of some standard intravenous fl uids.

 Na K Cl Lactate Glucose Osmolality
 (mmol/L) (mmol/L) (mmol/L) (mmol/L) (g/L) (mOsm/kg)

Hartmann’s  130 4 110 28 — 275

Ringers lactate 131 4–5 109 28 — 273

5% Dextrose — — — — 50 252

Dextrose saline  31 —  31 — 40 262

Normal saline 153 0 153  0 — 306

Compare with  140 5 103 <1  275–295
extracellular fl uid
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Metabolism: Lactate is metabolized. It is converted to 
pyruvate and further metabolized, either to glucose 
(gluconeogenesis), mainly in the liver but also in the 
kidneys, or through the Kreb’s cycle to carbon diox-
ide and water (oxidation), which also occurs in car-
diac and skeletal muscle. One litre provides 9 kcal. 
Both routes consume hydrogen ions so tend to cause 
alkalinization.

Advantages: No anaphylactoid reactions. Alkaliniza-
tion tends to counter the mild metabolic acidosis that 
commonly occurs in illness. It is lower in chloride 
and avoids hyperchloraemic metabolic acidosis.

Disadvantages: Hartmann’s solution has a dilutional 
procoagulant effect like normal saline. The tendency 
to alkalinize will be lost if lactate metabolism is im-
paired (e.g. in sepsis). In Hartmann’s solution the 
amount of lactate is relatively small. The presence of 
lactate has been of considerable interest in the use of 
lactate buffers in dialysis in patients unable to clear 
lactate, but the volumes involved are far larger 
[34,35].

Role: Commonly used perioperatively. No clinical 
outcome benefi t demonstrated compared with nor-
mal saline.

Colloids and hypertonic saline
With the exception of albumin none of the synthetic 
colloids are physiological in nature and even albu-
min in its treated form is different from the natural 
molecule. It might be expected that while they pro-
duce a volumetric effect, they have little in the way 
of other physiological roles. Physically they could di-
lute blood components such as coagulation factors. A 
threshold of blood volume to colloid ratio of 10 : 4 is 
where coagulation defects using thromboelastogra-
phy are seen [36,37]. There is ongoing debate as to 
whether they have any advantage over crystalloids 
[38].

The ideal colloid is stable on the shelf at room tem-
perature for a long time; can be stored in plastic so 
that it is easy to transport; is sterile, toxin free, anti-
gen free and preferably not derived from human or 
animal products; is devoid of active ingredients; has 
an adequate colloid oncotic pressure; has a long half-

life in the circulation; is easily cleared from the inter-
stitium (e.g. lymph drainage); is easily metabolized 
with no toxic metabolites or excreted; has no effect 
on the immune system; has no effects on coagulation 
and is cheap.

Albumin
Constitution: 4.5% (45 g/dL), 20% (200 g/dL). Both 
forms of albumin are rendered iso-osmotic by addi-
tion of sodium chloride. 4.5% Human albumin solu-
tion is also iso-oncotic. 20% Human albumin solution 
is hyperoncotic although iso-osmotic.

Distribution: In health, albumin is distributed approx-
imately 40% in the intravascular compartment and 
60% in the interstitial compartment [39]. Adminis-
tered albumin is confi ned to the intravascular 
compartment so has a volume of distribution of ap-
proximately 3.5 L. Less than 10% of an administered 
dose leaves the plasma in 3 hours, and the plasma 
half-life is 16 hours with an elimination half-life of 
19 days. Elimination is through intracellular metab-
olism by lysosomal proteases. In sepsis or burns, cap-
illary leak may result in a greatly reduced refl ection 
coeffi cient, such that less than half an administered 
dose of albumin remains in the intravascular com-
partment at 4 hours [18].

Advantages: Albumin is a larger molecule than gelat-
ins so it persists in the longer intravascular space. 
Both forms of albumin will initially draw fl uid into 
the intravascular volume. Albumin is a transport 
molecule, it can bind other molecules and toxins, it is 
a free radical scavenger and it has a role as a buffer in 
acid base [40]. Although theoretically ideal, few of 
these features, if any, have proven benefi t. Anaphy-
lactoid reactions are very rare (0.01%) [41].

Disadvantages: Expensive, each unit is derived from 
plasma pooled from as many as 65 000 donors. 
Although now sourced from America and treated to 
minimize risk, the possibility of infection with new 
variant Creutzfeldt–Jakob disease (nvCJD) in partic-
ular cannot be discounted.

Role: Utilization decreased dramatically after in-
creased mortality with albumin administration in 
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critical illness was suggested by meta-analysis [42] 
although a recent large Australasian randomized 
controlled trial (the SAFE study) found no difference 
in outcome compared with saline [21]. Administra-
tion of albumin with furosemide was reported to 
speed resolution of acute lung injury, but the sub-
jects were young fi t trauma patients resuscitated 
with large volumes of crystalloid, so relevance to the 
septic acute lung injury more commonly seen in the 
UK is unclear [43]. 20% or ‘salt poor’ albumin re-
quires less sodium chloride administration for a 
given increase in oncotic pressure so is traditionally 
preferred where total body fl uid volumes are in-
creased, for instance in the treatment of liver failure 
with ascites [44,45]. There is a recent suggestion that 
it might be of use in hepatic encephalopathy induced 
by diuretic dehydration [46].

Gelatins
Constitution: 4% Succinylated gelatine, derived from 
bovine collagen. The osmolality is 279 mOsm. The av-
erage molecular weight is 30 kDa. However, this aver-
age emphasizes the contribution of heavier molecules. 
In terms of osmotic effects, the number of molecules is 
critical, so the number average molecular weight 
(arithmetic mean; i.e. the total weight divided by the 
number of particles) is probably more relevant and 
is only 22 600 kDa. The plasma half-life of gelofusin 
is enhanced beyond that expected on basis of size, be-
cause its negative charge repels the endothelium.

Distribution: The initial distribution is intravascular 
with a plasma half-life of approximately 2 hours. 
There is some minor metabolism in the liver but 
much is eliminated in the urine and elimination is 
complete. There are very few documented problems 
with coagulation. The fi nding of gelatin in the urine 
led to the myth of oncotic diuresis as a clinical entity. 
While gelatin is found in the urine there is no evi-
dence that it causes a signifi cant diuresis beyond that 
expected from volume expansion.

Advantages: It is an effective colloid [47,48], is cleared 
through the kidneys [49,50] and is cheap.

Disadvantages: Anaphylactoid reactions occur in ap-
proximately 1 in 1600. Although the collagen is 

sourced from ‘BSE-free’ cows, a theoretical risk of 
nvCJD transmission remains.

Role: It is the fi rst line colloid in the UK. It has 
relatively poor intravascular persistence, but aside 
from anaphylactoid reactions has a good side-effect 
profi le.

Dextrans
Constitution: Dextrans are glucose polymers produced 
by bacteria grown in sucrose. Dextran 70 has an av-
erage molecular weight of 67 000 kDa but a more rel-
evant average molecular weight of 38 000 kDa and is 
supplied in either 5% dextrose or 0.9% sodium chlo-
ride solution. Dextran 70 has a colloid osmotic pres-
sure of 350 mOsm/L. Dextran 40 has a higher oncotic 
pressure and will help ‘pull’ fl uid from the intracellu-
lar space.

Maximum dose: 1.5 mL/kg/day.

Distribution: The distribution is relatively prolonged, 
with a plasma half-life of approximately 6 hours 
(Dextran 70) or 4 hours (Dextran 40).

Metabolism: There is no intravascular metabolism and 
smaller molecules below 55 kDa are fi ltered by the 
kidneys. Larger molecules are hydrolysed by tissue 
dextran-1,6-glucosidase.

Advantages: There is good intravascular persistence 
[51]. Dextran 40 has been used extensively to reduce 
blood viscosity and also increase the time to red cell 
aggregation through an effect on rouleaux forma-
tion. There is a recent suggestion that these agents 
may also infl uence leucocyte adherence. This may 
be of interest in ischaemia-reperfusion injury 
[52–54].

Disadvantages: Dextrans cause coagulopathy because 
of reduced formation of factors VII and VIII and inhi-
bition of platelet aggregation and fi brin clot forma-
tion. The effects are very similar to von Willebrand 
disease and may be reversed in part with desmo-
pressin [55]. Dextrans are intermediate between 
gelatins and starches in relation to serious anaphy-
lactoid reactions, with an incidence of 1 in 2500 [41]. 
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Dextrans can cause erythrocyte aggregation with 
rouleaux formation and can interfere with blood 
cross-matching. Acute renal failure has been 
reported resulting from increased urine viscosity 
caused by rapid clearance of low molecular weight 
molecules, particularly in dehydrated patients.

Role: Before the widespread use of low molecular 
weight heparins, dextrans were sometimes given to 
reduce occurrence of deep venous thrombosis fol-
lowing orthopaedic surgery, because of their associ-
ated coagulopathic effects [36,56,57] but are now 
largely discarded because of coagulopathic effects.

Starches
Constitution: Starch in 0.9% sodium chloride. Osmo-
larity 308 mOsm. Starches are described by the mean 
molecular weight/degree of substitution of glucose 
side chains with hydroxyethyl groups. Hydroxy-
ethylation is usually at C2 but can be at C3 or C6. A 
high degree of substitution increases resistance to 
metabolism by amylase but is also associated with 
coagulopathy. One way of describing these agents is 
to consider their in vivo molecular weight which is 
determined by the original molecular weight and the 
C2 : C6 ratio which determines breakdown.

They are described therefore in three ways: by 
concentration, usually 3%, 6% or 10%; by average 
molecular weight: low 70 000 Da, medium 130–
270 000 Da or high greater than 450 000 Da; degree 
of substitution (low is to 0.5 and high is 0.6 and 
above) (Table 15.3). Pentastarch is described as 
264/0.5 making it a medium-range starch [58,59].

Currently available starches include: HES 130/0.4 
(Voluven, Fresenius), maximum dose 33 mL/kg/
day; HES 200/0.5 (Haes-steril, Fresenius), maximum 
dose 20 mL/kg/day [60,61].

Distribution: Distribution of starches is initially con-
fi ned to the plasma, with a plasma half-life of ap-
proximately 6 hours. Small molecules are fi ltered by 
the kidney and large molecules are digested by amy-
lase. The middle range starches such as HES 200/0.62 
are very effective in the maintenance of plasma vol-
ume expansion over 24 hours in routine surgical pa-
tients [62]. These agents bind water with a capacity 
of 20–30 mL/kg. They have good volume expansion 
properties [63,64].

A rapid amylase-dependent breakdown occurs, 
with urinary excretion of approximately 40% of the 
dose in 48 hours. A high degree of hydroxyethyla-
tion inhibits breakdown and some accumulate in 
the reticuloendothelial system. In routine surgical 
patients there is minimal hydrolysis in 24 hours 
[65,66].

Advantages: Starches have the lowest risk of serious 
anaphylactoid reaction of any of the synthetic 
colloids at approximately 0.06%. There is a more 
persistent volume effect than gelatins. Some studies 
have suggested that starches may have benefi cial 
effects in major surgery. Gelatins and Elohes 
were compared in patients undergoing aortic repair. 
Interleukin 6 (IL-6) and C-reactive protein (CRP) 
were both lower with starches [67,68]. Clinically, 
renal function appears to be better, with lower 

Table 15.3 Description of a range of starches.

  Degree of 
Concentration MW (kDa) substitution Examples

6% 450 0.7 HES 450, 0.7, Hetastarch

6% 200 0.5 Pentastarch, HAES-steril 6%

6% 200 0.62 Elohes

6% 130 0.42 Venofundin

6% 130 0.4 Voluven

10% 200 0.5 HAES-steril 10%

6% 200 0.5 Hypertonic Hyper-HAES in 7.2% saline

MW, molecular weight.
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creatinine values in the postoperative phase. An 
infl uence on the infl ammatory reaction has also 
been suggested. A study reported that the use 
of starch seemed to reduce urinary albumin 
excretion, which was taken as a surrogate for capil-
lary per meability [69,70]. 3% Hetastarch has been 
used in plasma exchange with no obvious ill effect 
[71].

Disadvantages: Starches can reduce factor VIII and 
fi brin polymerization and increase the activated 
partial prothrombin time (APTT). These effects 
are probably concentration related, and may be 
caused by von Willbrand factor and factor VI bind-
ing to starch [72]. The effect is worse with a high 
degree of substitution; 450/0.7 induces intracranial 
bleeding and is contraindicated in neurosurgery. 
Starches can also impair primary haemostasis 
through a reduction in von Willebrand factor activi-
ty [73–76]. Hydroxy ethyl starch increases blood 
viscosity, decreases erythrocyte deformability and 
increases erythrocyte aggregation when compared 
with saline [77]. If thromboelastography is used 
to assess the effects of colloids on coagulation, the 
dilution ratio of blood volume to colloid solution 
volume appears to be critical. At a dilution of >10 : 4 
problems may be seen [78–83]. Low molecular 
weight starches have less effect on coagulation. 
Those with a molecular weight less than 70 kDa 
are associated with barely detectable alterations in 
function [79,84]. Another issue is that hyperamyla-
saemia complicates the diagnosis of pancreatitis 
[85].

Starches result in persistent reticuloendothelial 
system storage, which probably causes the persistent 
itch reported in 13% of recipients [86,87]. Voluven 
has lower reticuloendothelial storage although it is 
not yet known if this will translate into a lower inci-
dence of itching.

There is confl icting evidence about the effects on 
renal function. It has been suggested that low molec-
ular weight starches in high concentration might im-
pair renal function [67], but in renal allografts 
starches had no obvious effect on renal function 
[68,88].

Role: Starches are often used as a second line to gelo-
fusine, as a result of the disadvantages mentioned, 

despite better intravascular persistence and lower 
risk of anaphylactoid reaction.

Dose limitation: There are recommendations in place 
for the maximum dose per day of starch that can 
be used. For the third generation starches, 6% 
130/0.4 the dose recommendation is 50 mL/kg, al-
though higher doses have been used without docu-
mented ill effect and these limits are fairly arbitrary 
[83,89].

Hypertonic solutions
The notion of using hypertonic solutions is not new 
but is currently enjoying considerable interest. The 
concept is that in an acute situation with sudden vol-
ume loss from the intravascular space, the patient’s 
own fl uid reserves can be mobilized from the intra-
cellular space and other spaces by the use of osmoti-
cally active agents. A wide range of hyperosmotic 
solutions have been used, from 1.8% saline to 7.2% 
saline in starch solutions [90–92]. The two most 
commonly used are 7.5% saline and 7.5% saline in 
Dextran 70 (HSD 70) [90,93–99]. The volume ex-
pansion is reputed to be in the order of 3–10 times the 
infused volume of fl uid [100–102] and this expan-
sion occurs almost immediately. In the immediate 
care this has the advantage of using much smaller re-
suscitation volumes.

Advantages: Hypertonic solutions have been evalu-
ated in hypovolaemia and are effective [103–105]. 
There is a signifi cant literature in burns patients and 
such solutions may have a role in the fi rst 8 hours 
[95,106–108]. Use of hypertonic solutions in head 
trauma have shown favourable results in terms of re-
duced volumes required, and potentially less intra-
cranial pressure changes [109–111]. However, this 
was not translated into outcome benefi t in a clinical 
study [92]. Other benefi ts may include improved 
microcirculation, increased myocardial contractility 
and vasodilatation of the splanchnic circulation 
[112–114]. There is also a marked reduction in lymph 
production [115].

Disadvantages: There are potential problems 
with sodium excess and a lack of any free water. 
Plasma sodium increases and remains above base-
line. In a study in dogs, high doses of hypertonic 
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solution resulted in high plasma osmotic pressure 
(340.5–352.8 mOsm) and hyponatraemia (161.
4–174.5 mmol/L) 10–90 minutes after fl uid infusion 
[116]. This has also been reported in cardiac surgery 
[117]. Hypotensive episodes, sudden increases in 
pulmonary capillary wedge pressure and ventricu-
lar arrhythmias have all been reported. Other 
side-effects include electrolyte abnormalities, cardi-
ac failure, bleeding diathesis and phlebitis. There 
is also a theoretical risk of central pontine myeli-
nolysis and rebound intracranial hypertension 
[118].

Role: Many of the reported studies have been in 
animal models. A dose of 4–11.5 mL/kg of HSD has 
been recommended but in the bleeding patient 
the situation is confused. Animal studies suggest 
that 4 mL/kg will increase bleeding while 1 mL/kg 
will not [119]. Whether this can be extrapolated 
to provide an indication of what happens in res-
uscitation and increased pressure is uncertain. With 
hypertonic saline, a roadside dose of 250 mL along 
with other fl uid has been used but specifi c dosage 
recommendations are hard to identify [120]. How-
ever, it is recommended that the serum sodium 
should not exceed 160 mmol/L and that this 
management is restricted to the fi rst few hours. 
In burns, a suggested regimen is to use hypertonic 
solutions at a rate of 4 mL/kg percent burn area 
in the fi rst 8 hours, to administer it as any other 
fl uid and to modify administration against clinical 
effect.

Physiological colloid
The idea of placing a colloid in a more physiological 
medium has been explored. Using balanced solu-
tions results in less metabolic acidosis than with sa-
line, and in animal studies, better survival [26]. 
Hextend is 6% hetastarch (550/0.7) in a balanced 
solution with a lactate buffer and physiological lev-
els of glucose. It is as effective as 6% hetastarch in sa-
line for the treatment of hypovolaemia but has a 
more favourable side-effect profi le in volumes of up 
to 5 L, compared with 6% hetastarch in saline. Using 
thromboelastography there appears to be less coa gu-
lopathy than with standard HES but more than with 
the newer lower molecular weight starches [63,121]. 

Acetyl starch has also been used and has the advan-
tage of rapid and nearly complete enzymatic degra-
dation [122].

Dextrose solutions
Dextrose is rapidly metabolized, leaving water or a 
hypotonic solution of sodium chloride. It distributes 
across all compartments rapidly so is ineffective for 
resuscitation. Insulin resistance is common in illness; 
it develops after burns, trauma, sepsis and elective 
surgery, in proportion to the insult [123]. Conse-
quently, even slow administration of dextrose-
containing solutions may cause hyperglycaemia, 
which indicates a corresponding intracellular hy-
poglycaemia resulting from impaired glucose up-
take; hence the characterization of diabetes as 
‘starvation in the midst of plenty’.

5% Dextrose
Constitution: 5% Dextrose = 50 g/L in water. Molecu-
lar weight = 180 kDa. Osmolarity 253 mOsm/L. 5% 
Dextrose provides 170 kcal/L.

Distribution and metabolism: Because the blood vol-
ume comprises 7% of the total body water, only 
70 mL of an administered 1 L will remain in the intra-
vascular space after redistribution. In normal volun-
teers, rapid administration of 2 L 5% dextrose 
produced a similar expansion of plasma volume as 
normal saline at 1 hour, but by 2 hours the plasma 
volume had returned to baseline, and the entire ad-
ministered volume had been passed as urine because 
of osmotic diuresis and inhibition of ADH secretion 
[31].

Advantages: The main role is to supply water, which 
cannot be given intravenously because the hypo-
tonicity would cause haemolysis. 5% Dextrose 
should be given for fl uid loss from the total body 
water; for example, resulting from fever. The re-
quirement for water over and above saline is 
suggested by a supra-normal serum sodium 
concentration.

Disadvantages: 5% Dextran produces no sustained 
plasma volume expansion, so these solutions have 
no role in resuscitation. Rapid intravenous infusion 
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causes hyperglycaemia, glycosuria and osmotic 
diuresis.

10% Dextrose
10% Dextrose = 100 g/L. 1 L provides 340 kcal.

Advantages: 10% Dextrose provides more calories 
than 5% dextrose.

Disadvantages: Initially hypertonic with an osmolality 
of 505 mOsm/L so can cause thrombophlebitis and 
requires a large free fl owing vein. Hyperglycaemia 
also occurs.

Role: Often used in diabetics because it provides more 
calories than 5% dextrose.

50% Dextrose
50% Dextrose = 500 g/L. 1 L provides 1700 kcal.

Advantages: Is concentrated sugar so is very effective 
for raising blood sugar. It has little free water so 
is a means of giving sugar and calories without 
water.

Disadvantages: Initially 50% dextrose is strongly 
hypertonic, with an osmolality of 2525 mOsm/L, so 
prolonged administration requires central venous 
access to avoid phlebitis. Hyperglycaemia also 
occurs.

Role: Used for rapid treatment of hypoglycaemia in a 
dose of 20–50 mL. Also useful for administration in 
addition to isotonic crystalloid maintenance, provid-
ed central venous access is available, in order to 
provide energy without causing hyponatraemia; 
for example, 20 mL/hour of 50% dextrose provides 
34 kcal/hour.

4% Dextrose
‘Dextrose saline’ 4% dextrose = 40 g/L. 0.18% sodi-
um chloride Na = 30 mOsm, K = 30 mOsm, osmolality 
= 286 mOsm. 1 L provides 136 kcal.

Advantages: This solution provides a small amount of 
saline, 20% by volume and a larger amount of free 
water. It has no specifi c role.

Disadvantages: It gives an impression of giving some 
sodium but not too much. It is actually a water load. 
Inappropriate use can result in water overload with 
profound hyponatraemia.

Role: It can be used as part of a maintenance regimen 
as long as there is clear awareness of its relative salt 
and water components.

Potassium

Part of the regulation of fl uids and electrolytes is the 
maintenance of ‘reasonable’ potassium levels. While 
serum potassium is poorly representative of whole 
body potassium, a value below 4 mmol/L represent-
ing part of the membrane gradient, greatly increases 
the occurrence of arrhythmias. Potassium is essen-
tial for the function of the sodium-potassium 
ATPase.

Factors affecting serum potassium
Acidosis and α-adrenergic agents promote 
potassium movement out of the cell. Alkalosis, β2-
adrenergic agents and insulin increase cellular up-
take (hyperkalaemia increases insulin secretion). 
Aldosterone increases renal potassium loss.

Correction of hypokalaemia
Oral potassium is effective but slow, and many 
dietary components contain potassium. If rapid 
correction is required then intravenous administra-
tion is appropriate. The rate should not exceed 
40 mmol/hour and it should be monitored. As potas-
sium is irritant it should be given either very diluted 
or into a central vein. Rapid infusion is extremely 
hazardous.

Conclusions

Fluid management is simple. For maintenance, 
replace daily requirements, assess other losses and 
replace appropriate amounts of electrolytes and 
water. Assess the patient clinically as frequently as 
clinical conditions warrant. Keep an accurate fl uid 
balance chart. Measure what is happening in the 
plasma. Keep the solutions simple and allow the 
patient to do the fi ne-tuning themselves. For 
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resuscitation, fi ll the space. Determine from the ill-
ness, the patient and the situation which fl uid is most 
appropriate for the case and use it to sustain intravas-
cular volume.
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CHAPTER 16

The microcirculation
Bryce Randalls

Introduction

Study of the microcirculation in humans is extre-
mely diffi cult. Much work on the function and 
control of the microcirculation has been performed 
on animals, either using preparations or using 
genetic knockout models (usually mice). In this 
chapter, a description trying to relate physiological 
function to the increased knowledge of microvascu-
lar mechanisms is discussed. This chapter attempts to 
apply the principles of these studies in a generic fash-
ion so that an understanding of what may be happen-
ing in humans in health and disease can be gained. 
This is a fi eld that is rapidly moving forward and in 
which the artifi cial separation of physiology, bio-
chemistry and molecular biology no longer applies.

Anatomy of the microcirculation

The microcirculation is that area confi ned within the 
various organs where metabolic exchange occurs. 
The microcirculation represents the smallest vessels 
in the body. It is the site of many complex control 
mechanisms that have come to light over the last 
decade. The effi ciency of metabolic exchange re-
quires that the microcirculation is in ‘diffusion dis-
tance’ of the cells in each organ; thus, the vast number 
of cells require a vast number of capillaries to service 
them. Tissues with the greatest metabolic rates have 
the greatest capillary densities. In the systemic circu-
lation, a microvasculature unit consists of a network 
of blood vessels (diameter less than 250 µm) lying 
between the arteries and veins. Arterioles form a 
diverging network of vessels ranging from 100–
150 µm in diameter to terminal arterioles that ap-
proximate 10 µm in diameter; arterioles actively 
regulate their diameter in response to many stimuli. 

Terminal arterioles supply the capillary bed, a net-
work of diverging and converging vascular segments 
ranging 3–10 µm in diameter and composed of a 
single layer of endothelial cells. Blood draining from 
the capillary bed is collected by postcapillary venules 
which converge into large venules.

The microcirculation is responsible for regulating 
blood fl ow in individual organs and for nutrient 
exchange between blood and tissue. The larger 
arterioles are completely enveloped in vascular 
smooth muscle (VSM) and are responsible for regu-
lation of distribution of the cardiac output. The ter-
minal art erioles have discontinuous VSM; these are 
often termed precapillary sphincters and regulate 
fl ow to a capillary bed and are a point of control for 
cap illary bed recruitment. They also possess sensors 
to monitor shear stress at the blood vessel–wall inter-
face, and monitor circumferential stress in the vessel 
wall. The arteriolar network consists of cylindrical 
segments with decreasing diameter and length 
and increasing number of parallel paths. When an 
art eriole is dilated, its lumen is circular. During 
con striction the lumen changes to an irregular star-
shaped cross-section (endothelial cells bulge 
inwards). A twofold change in dilatation can result 
in a 16-fold change in fl ow resistance. The capillaries 
(and postcapillary venules) are the sites of fl uid 
exchange. They consist of a single cellular layer of 
endothelial cells and their basement membrane. The 
venules are thin but with greater cross-sectional area 
and often run adjacent to arterioles. Thus, the fl ow 
will be slower and the parallel arrangement may 
provide for countercurrent exchange (e.g. in the 
intestine and skin). The different microvascular 
beds throughout the body differ in the functions 
they serve and may depend on different control 
mechanisms. 
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absorption and diffusion. Only 20–25% capillaries 
will be open at a time, the rest being collapsed. How-
ever, because the potential total capillary surface 
area is approximately 700 m2 there is considerable 
redundancy. When a tissue increases its activity, 
collapsed capillaries will open up (recruitment) and 
allow blood passage. Capillaries provide minimal dif-
fusion distance from blood to tissue (less than 25 µm) 
and maximal opportunity for exchange.

Vascular endothelium physiology

Endothelial cells are a metabolically active monolay-
er exposed to biochemical and biomechanical stimu-
li. They exhibit an anticoagulant, anti-infl ammatory 
and antiproliferative phenotype. They are consid-
ered a true endocrine–paracrine organ, important 
not only as a structural semi-permeable membrane 
between the circulation and surrounding tissue, but 
also because they maintain vascular homoeostasis; 
their strategic location allows them to detect changes 
in haemodynamic forces and blood-borne signals 
and ‘respond’ by releasing vasoactive substances, 
sometimes with opposite function but physiological-
ly balanced. Thus, they have a wide variety of critical 
roles in control of vascular function.

Endothelial cells contain an actin-myosin 
cytoskeleton whose role is in cell locomotion, 
regulation of permeability and, via transmembrane 
receptors, to detect shear stress of blood fl ow. The 
actin–myosin cytoskeleton ‘contracts’ (more pro-
perly, changes shape) via a Ca-calmodulin action on 
myosin light chain kinase (MLCK). Endothelial cells 
are linked to each other by different types of adhe-
sive structures or cell–cell junctions of membrane 
proteins (VE–cadherin, claudin, occluding, platelet–
endothelial cell adhesion molecule (PECAM). These 
junctions are dynamic in that their mechanism of in-
teraction can be rapidly altered by intra- and extra-
cellular signals. These are complex structures formed 
by transmembrane molecules linked to the network 
of cytoplasmic/cytoskeletal proteins. There are two 
major types of junctions: adherens and tight junc-
tions. Permeability to plasma solute is controlled by 
junction permeation. The organization of these junc-
tions varies throughout the vascular tree. In brain, 
tight junctions (TJ) are well developed and plentiful, 

Capillaries
Capillaries are endothelial cell tubes 6 µm in diame-
ter interconnected by gap junctions. They are sur-
rounded by a basement membrane made up of a 
collagen support matrix. This matrix interacts with 
the interstitium or extracellular matrix (ECM). The 
luminal and junctional surfaces of endothelium 
are endowed with a glycocalyx surface layer: a net-
work of fi brous, membrane-embedded biomole-
cules that contains proteoglycans, glycoproteins and 
glycoaminoglycans. Attached to these are sugar 
chains with sialic residues stretching into the capil-
lary lumen or the intercellular clefts. This confers the 
glycocalyx with a net negative electrostatic charge 
and selectivity of transendothelial pathways to par-
ticular molecules. The glycocalyx has an important 
role in modulating haemodynamic resistance and 
haematocrit in the capillary and acts as a molecular 
sieve in its interaction with the fl ow of plasma and 
erythrocytes. The glycocalyx is a dynamic structure 
that can change its charge and its thickness (e.g. in 
response to mechanical damage of the endothelial 
surface). The normal function of the endothelial bar-
rier is dependent on plasma proteins. If one removes 
albumin almost completely from the perfusate 
(levels <0.1 g/L), large increases in microvascular 
hydraulic conductance are observed. Other plasma 
proteins, such as orosomucoid, seem to be needed 
for the maintenance of a normal capillary permeabil-
ity. Capillaries in different vascular beds are hetero-
geneous (i.e. they have varying permeability 
characteristics as exhibited by the different capillary 
types in the body).
1 Continuous capillaries: form a continuous layer with 
narrow intercellular clefts between cells. They also 
contain caveolae.
2 Fenestrated capillaries: possess perforated pores 
containing a fenestrated diaphragm. The fenestrae 
allow almost free passage of water and low molecu-
lar solutes.
3 Discontinuous capillaries: consist of wide ‘leaky’ gaps 
through which proteins and erythrocytes can freely 
pass. They have a discontinuity in the underlying 
basement membrane.

The function of the capillaries is fl uid and solute 
exchange with the interstitium bathing the cells. 
This is accomplished by a combination of fi ltration, 
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explaining the impermeability to plasma proteins 
and all but water and electrolytes. In other vascular 
beds, the postcapillary venules, which allow cell traf-
fi cking, TJ are few in number and poorly organized. 
Paracellular transport via these junctions is entirely 
passive (contrast with the generally active-type of 
transmembrane transport), is bidirectional and tends 
to defi ne the degree of ‘leakiness’ or permeability of 
that tissue. In tissues where large volumes of isos-
motic fl uids are moved (e.g. intestine) the TJ are very 
leaky. In tissues where large electrosmotic gradients 
are generated, TJ exist (e.g. collecting ducts of 
kidney). The TJ do not offer completely free access 
but act as large pores. These junctional membrane 
proteins are the basis for pore size, selectivity, charge 
and conductance properties of the endothelial para-
cellular path. In some parts of the circulation, pro-
teins called connexins join endothelium to VSM. 
Electrical signals may be transmitted from cell to cell 
via this route. Another group of proteins, which act 
as cell surface receptors, are the integrins. These are 
heterodimeric glycoproteins which provide for cell–
cell adhesion as well as adhesion to the extracellular 
matrix. There is an increasing body of evidence that, 
because they bridge the extracellular environment 
and the cell cytoskeleton, they mediate outside-to-
in, and inside-to-out signals. They may have a role in 
mechanotransduction, tissue injury, permeability 
and vascular tone.

Endothelium contains membrane-bound vesicles 
termed caveolae. These are connected to the en-
dothelial cell membrane (invaginations). Transcyto-
sis is one of the functional roles proposed for caveolae. 
In this process, caveolae transport macromolecules 
from the luminal side of the blood vessel to the 
subendo thelial space. Transcytosis can be both con-
stitutive (e.g. fl uid phase transport) and receptor-
mediated (the molecule transported requires the 
presence of its cognate receptor in caveolae  —  albu-
min binds to a membrane protein, albondin, which is 
present in all capillary beds except brain, and initi-
ates endocytosis of albumin). Caveolae-mediated 
transcytosis is an important mechanism of transend-
othelial transport of albumin and of albumin-conju-
gated nutrients, fatty acids and hormones across the 
endothelial barrier. Thus, macromolecules move 
from the blood to interstitial fl uid through the cell.

Endothelium also contains large numbers of ion-
sensitive channels and pores. Many of these result in 
calcium entry that, via its action on signal pathways, 
can alter the actin-myosin cytoskeleton. Endothelial 
cells have a major role in the regulation of vascular 
tone, through production of several vasoactive 
mediators. Nitric oxide, prostacyclin, endothelin 
(ET) and endothelial-derived hyperpolarizing factor 
are powerful vasoactive substances released from 
the endothelium in response to both humoral and 
mechanical stimuli, and can profoundly affect both 
the function and structure of the underlying VSM. 
Both type II (cytokine inducible) and type III (en-
dothelial constitutive) nitric oxide synthase (NOS), 
which catalyse the conversion of L-arginine to nitric 
oxide, are found in endothelial cells (Fig. 16.1). Con-
stitutive production of nitric oxide by the endotheli-
um modulates vascular tone. In the endothelium, 
caveolin-1 regulates nitric oxide signalling by bind-
ing to and inhibiting type III NOS; increased cytosolic 
calcium or activation of a particular kinase leads to 
NOS activation and its dissociation from caveolin-1.

L-arginine

Acetylcholine
Bradykinin
Substance P
Insulin

Endothelial
cell

Smooth muscle cell Nitric
oxide

GC

Ca2+ R

cGMP

GTP

NOS

SHEAR FORCE

Nitric oxide + citrulline

Figure 16.1 Nitric oxide synthase (NOS) type III catalyses 
the production of nitric oxide from the cationic amino 
acid L-arginine. The enzyme is activated via changes in 
intracellular calcium in response to changes in shear forces 
or via a receptor-mediated process. Released nitric oxide 
activates soluble guanylate cyclase (GC) in smooth muscle 
cells, converting guanosine triphosphate (GTP) to cyclic 
guanosine monophosphate (cGMP). This activates a 
protein kinase that leads to the inhibition of calcium infl ux 
into the smooth muscle cell, and decreased calcium-
calmodulin stimulation of myosin light chain kinase. This 
in turn decreases the phosphorylation of myosin light 
chains, decreasing smooth muscle tension development 
and causing vasodilatation. Reproduced with permission 
from Galley and Webster [1].
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Extracellular matrix

The ECM is a structural complex composed mainly 
of glycoproteins and proteoglycans, which supports 
and secures cells in the tissues (Fig. 16.2). It can be 
imagined as a complex aggregation of protein fi bres 
and carbohydrate polymers. The ECM links together 
to make a solid matrix entangled in a network of col-
lagen fi bres. These proteins are all negatively charged. 
The matrix is able to take up fl uid. This combination 
of proteoglycans and entrapped fl uid has the charac-
teristics of a gel and is termed the interstitial fl uid. It 
has an inherent tendency to expand (the electro-
static charges of each fi bre causes them to repel each 
other) when given free access to fl uid, a result prima-
rily of the hyaluronan content. This negative charge 
results in attraction of positive ions (e.g. Na) which 
sets up via the Gibbs–Donnan effect, an osmotic pres-
sure. This pressure drives the ECM to uptake fl uid. 
This tendency to swell is counteracted by the colla-
gen network interaction with β1 integrins secreted 
by fi broblasts, which prevents the matrix proteins 
uncoiling. The fi broblasts in the ECM affect the gel’s 
swelling characteristics by generating a ‘restraining’ 
tension. Any factor causing the integrin to ‘decouple’ 

from the collagen framework allows the interstitial 
pressure to decrease. The gel itself gives organs and 
tissues of the body their characteristic shape and 
protects against impact forces. It also prevents water 
fl owing downwards due to gravity. It has a role in 
limiting the spread of infection because particles of 
bacterial size cannot move in the gel. Bacteria such as 
streptococci, which secrete hyaluronidase, convert 
the gel into a fl uid state, enabling free access. The 
ECM is subject to constant remodelling (degradation 
and resynthesis) primarily by matrix metalloprotei-
nases (MMP) which have physiological roles relating 
to cell behaviour.

The fl uid pressure within the gel is negative, such 
that the cells of the tissue are ‘sucked’ together and 
the connective tissue binds fi rmly around them, 
retaining a rigid shape (Fig. 16.3). The negative free 
fl uid pressure is generated from the oncotic pressure 
across the capillary wall and the ‘suction’ effect of 
the lymphatics returning fl uid to the circulation. 
Under normal conditions, the interstitial space has a 
net negative pressure of approximately 3 mmHg. 
This means that most of our body is held together by 
a vacuum in the interstitial space. It is neither colla-
gen nor elastin fi bres that provide most of the sup-
port that keeps tissues fi rm and of ‘normal’ 
consistency but the negative interstitial pressure 
present in most organs and tissues. If you ‘tent’ the 
skin on the back of the hand of a severely dehydrated 
patient and watch it just sit there standing bolt up-
right you can begin to grasp the concept of ‘net 
negative interstitial pressure’. 

Almost all of the water in the interstitium is present 
in a gel form because it is bound into the proteogly-

Proteoglycan
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Collagen flow
bundles

Rivulets of free fluid

C
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Figure 16.2 The interstitial space between the capillary 
and the tissue is composed of proteoglycan fi laments 
arranged in a tight non-compliant matrix. Free fl ow of 
fl uid across the space is limited and occurs through tiny 
rivulets and vesicles. Reproduced with permission from 
Guyton and Hall [2].

Pcapillary πinterstitium

Pinterstitiumπplasma

Figure 16.3 Balance between hydrostatic (P) and oncotic 
(π) pressures within the capillary and interstitium.
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can biopolymer brushpile that interweaves between 
cells. Under normal conditions, virtually no pockets 
of free or ‘unbound’ water of more than a few hun-
dredths of a micron in diameter exist. There are small 
rivulets in the interstitium where fl uid can fl ow 
freely but this accounts for <1% of the space. Thus, 
there is a very substantial barrier to free fl ow of 
ul trafi ltered fl uid from the capillaries through the 
interstitium to the cells. Both the proteoglycan 
fi bres and the collagen fi laments that permeate the 
interstitial spaces not only slow the fl ow of capillary 
fi ltrate, but also act to evenly distribute that fl ow 
over the cells. The entangled gel offers resistance to 
water and solute convective fl ow and movement 
is by diffusion. 

The interstitium can be divided into two phases: 
the interstitial fl uid and the structural molecules of 
the extracellular matrix. The latter can be imagined 
as a three-dimensional network or mesh. The 
presence of all these macromolecules results in 
‘crowding’. The constituents of the ECM (e.g. gly-
cosaminoglycans) are negatively charged and fur-
ther ‘exclude’ proteins such as albumin. The fl uid 
space available for diffusing species is then less than 
the total interstitial volume. This steric exclusion 
effect tends to retard movement of proteins through 
the interstitium but has minimal effects on water, 
ion and small solutes.

Lymphatics

Lymphatics in the tissues are likened to blind-ending 
sacs of endothelial cells tethered loosely together. 
They are highly permeable, possessing large intercel-
lular pores, which freely accept proteins and fl uid. 
Their function is to clear the interstitium of excess 
fl uid, proteins, lipids and foreign material. Tissue 
fi ltrate enters the afferent lymphatic capillaries and 
because of the presence of valves, smooth muscle 
and the body’s muscle pump, unidirectional fl ow oc-
curs to the lymph node and onwards via efferent 
lymphatic vessels to the thoracic duct and return to 
the circulation. The lymphatic system is, in effect, a 
sump pump for the tissues, always attempting to 
propel excess free fl uid away from the tissue spaces. 
Because their walls are attached to the surrounding 
tissue they tend not to collapse. The lymphatics are 

the only mechanism for movement and return of 
proteins from the interstitial fl uid to the circulation. 
The rate of lymph fl ow appears to be controlled by 
the interstitial fl uid pressure  —  the higher the pres-
sure, the higher the lymph fl ow. Interstitial pressure 
is infl uenced by the capillary fi ltration rate. Normal 
lymphatic capillaries are tightly adherent to the pro-
teoglycan and collagen brushpile. When this brush-
pile expands as fl uid accumulates, pressure is exerted 
on the smallest (terminal) ends of the lymphatics 
and the pores are opened. The frequency of contrac-
tions seems to be determined mainly by the amount 
of fl uid in the lymph vessel. When a segment of ves-
sel immediately below a valve becomes distended, it 
contracts, and the fl uid is pushed forward beyond 
the valve. The excess fi lling on the upstream side of 
this value causes the next segment of the lymphatic 
vessel to contract, thus propelling the fl uid forward 
to another segment. Each segment of lymphatic ves-
sel operates as a separate individual pump and is re-
sponsive to the amount of lymph that fi lls its chamber. 
Thus, the lymphatic pump activity is defi ned as 
active propulsion mechanisms of lymph mediated by 
rhythmical spontaneous contractions of lymphatic 
smooth muscles. The larger lymphatics can generate 
(through peristalsis and native one-way valves) 
negative pressures of 30 mmHg, and actively pump 
excess interstitial water in this way.

Mechanism of capillary exchange

Fluid, electrolytes, gases, small and large molecu-
lar weight substances traverse the capillary endo-
thelium via different mechanisms. Crossing from the 
inside to outside of the capillary endothelium can 
occur by several methods. Non-polar compounds 
and water can freely diffuse through the cell (trans-
cellular). Movement through intercellular clefts al-
lows water, electrolytes and small molecules access 
to the interstitial fl uid (paracellular). Intracellular 
vesicles (caveolae) that allow protein and macro-
molecules to cross through the cell but topologically 
remain outside it.

Active transport
This is seldom an exchange mechanism between 
blood and interstitium.

WEB_16.indd   225WEB_16.indd   225 7/5/2006   10:24:24 AM7/5/2006   10:24:24 AM



226   Chapter 16

Diffusive fl ux
Diffusion is the principal mechanism for exchange 
of oxygen, nutrients and metabolic waste (small 
solutes). It is the net effect of random movement of 
small ions and molecules brought about by their 
thermodynamic energy. Two or more substances 
can move in opposite directions without affecting 
each other (e.g. O2 and CO2). It is very rapid over 
small distances for small molecules; for example, the 
rate at which water molecules diffuse through the 
capillary membrane is approximately 80 times as 
great as the rate at which plasma itself fl ows linearly 
along the capillary (i.e. water in the plasma is ex-
changed 80 times as it travels the length of the capil-
lary). It is an extremely poor transfer mechanism 
over distances >25 µm. The relationship between 
concentration and rate of fl ux is described by Fick’s 
Law:

Js = PA (Cp – Ct)

Solute fl ux = permeability × surface area × plasma to 
tissue concentration difference.

Lipid-soluble solutes (e.g. oxygen or anaesthetic 
gases) can diffuse across the entire capillary surface. 
The permeability depends on their oil–water parti-
tion coeffi cient.

Small lipid-insoluble solutes, such as sodium ions 
and glucose, cannot cross the plasma membrane by 
diffusion, and move across the capillary wall primari-
ly through small pores, probably existing as junctions 
between endothelial cells. The driving force may 
be a concentration or electrical gradient (or both). 
Endothelial cells have ‘looser’ junctions (contrast 
epithelial cells) which allow for signifi cant transcell-
ular fl ow when subjected to a pressure difference. 
The fi bre matrix structure of the glycocalyx poses a 
barrier to proteins such as albumin. The size and 
shape of these pores relative to the size of the solute 
determine the permeability of the wall to that solute. 
The pores are modelled to be approximately 15–
20 nm in diameter in continuous capillaries, they are 
1000 nm long and described as being a tortuous cyl-
inder. They occupy less than 0.5% of the capillary 
surface area.

The permeability of a membrane to a particular 
solute (P) depends upon the size of the pores in the 
membrane (radius r), relative to size of the molecule 

(radius a), the length of the pores (dx, related, but 
not equal to the thickness of the membrane), the 
restricted diffusion coeffi cient of the solute (D′) and 
the area of the pores relative to the total surface area 
of the cell membrane (Ap/AT).

P = (D′ Ap) Φ (dxAT)

where Φ = (r – a)2/2r: the equilibrium partition coef-
fi cient. This is a measure of the size of the molecule 
relative to that of the pore. A high value for Φ means 
that the molecule is much smaller than the pore and 
the area available for diffusion within the pore is al-
most equal to the area of the pore. If Φ is low then the 
molecule is similar in size to the pore, and therefore 
the effective size of the pore is smaller than its actual 
size. The permeability of a membrane to a solute therefore 
decreases with increasing solute size. If the permeability 
is high, and fl ow is slow, as the blood passes from the 
arterial to the venous end of a capillary, the concen-
tration difference decreases, so reducing solute fl ux. 
In this case, solute fl ux is fl ow limited. A decrease in 
fl ow through an individual capillary will therefore 
limit solute delivery.

Large lipid-insoluble molecules larger than small 
proteins (10 000 kDa) have a much lower permeabil-
ity than smaller molecular weight solutes. Albumin, 
for example, has a diameter of 7 nm, and is therefore 
almost the same size as the small pores. However, 
larger molecules >10 nm diameter do cross the capil-
lary wall and have a low, but measurable, permeabil-
ity. Endocytosis via caveolae appears to be the 
primary method of their transport. If the permeabili-
ty is low, there is no great change in Cp–Ct as the 
blood passes through an individual capillary. Solute 
fl ux is limited by the diffusive capacity of the mole-
cule through the membrane and is described as 
diffusion limited.

Convective fl ux
Convective fl ux or bulk fl ow occurs through pores 
and intercellular clefts (especially in glomerular cap-
illaries) and follows Poiseuille’s equation. The rate of 
fl ow of water depends on the balance of pressures in-
side and outside the capillaries, and their permea-
bility to water. There is a hydrostatic pressure inside 
the capillaries (Pc; generated by the action of the 
heart) which must be counteracted by another 
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pressure holding fl uid in the blood vessels. This is the 
oncotic pressure exerted by the plasma proteins (to 
which the capillaries are not highly permeable). Re-
membering that there is also an interstitial colloid 
oncotic pressure and an interstitial tissue pressure 
(Pi) we can describe fi ltration rate (Jv) in terms given 
in the Starling equation (see below). 

Oncotic refl ection coeffi cient σ is the probability 
that a particular molecule will bounce off the sides of 
a pore rather than go through it: σ = (1 − Φ)2. If the 
molecule is close to the same size as the pore (e.g. 
albumin) then it will have a high refl ection coeffi -
cient (0.95–0.98). If the molecule is larger than the 
pore then it will have a refl ection coeffi cient of 1.0. If 
the molecule was very much smaller than the pore 
(e.g. Na+) then it will have a refl ection coeffi cient 
close to zero (0.05–0.1).

Solvent drag (also referred to as convective fl ux) is 
when water moves through pores it will drag solutes 
with it. It will in effect increase the velocity of the sol-
ute in one direction. For small solutes this will have a 
negligible effect on solute fl ux because the additional 
fl ux is so small compared with the diffusive fl ux. For 
large molecules, however, solvent drag may be a 
very signifi cant contribution to solute fl ux. Solvent 
drag can be calculated as:

Js (conv) = Jv (1 − σ) Cp.

If we include both diffusive and convective fl uxes, 
we can estimate total solute fl ux.

Js = PA (Cp – Ct) + Jv (1 − σ) Cp

It can be seen from this that for molecules to which P 
is very low, solute fl ux is heavily dependent on fi ltra-
tion rate.

The interstitial protein concentration sets the in-
terstitial colloid oncotic pressure, and therefore in-
fl uences fi ltration rate. However, interstitial protein 
concentration is itself set by capillary pressure. Inter-
stitial protein concentration (in mg/mL) depends on 
the mass of protein crossing the capillary wall (mg/
min, solute fl ux) divided by the volume of fl uid cross-
ing the capillary wall (mL/min, fi ltration rate). If fi l-
tration rate increases, the volume of fl uid will go up 
and so protein concentration will go down (solute 
fl ux will also go up, but not by as much as a result of 
refl ection of protein molecules at the wall). Con-

versely, if fi ltration rate decreases then interstitial 
protein concentration will go up. If fi ltration rate falls 
to zero, then the interstitial protein concentration will rise 
to equal the plasma protein concentration. 

Throughout most capillary beds there is a continu-
ous overproduction of interstitial fl uid (i.e. a net 
fi ltration rate into the tissue). This is because the 
capillary pressure is usually higher than the oncotic 
pressure difference through most, or all, of the capil-
lary bed. The fraction of plasma fi ltered per transit is 
actually very small. The extra fl uid that is formed 
during fi ltration is removed by the lymphatic 
system. This drainage ensures that interstitial vol-
ume remains stable. However, as net fi ltration rate 
increases, lymph fl ow increases in concert. Eventu-
ally, maximal lymph fl ow is reached. The lymphatics 
cannot pump any more fl uid, the tissue swells and 
tissue pressure increases. This is oedema.

Transcapillary solute exchange 

Hydrostatic and osmotic forces dictate movement of 
fl uid between different compartments of the body 
across semi-permeable membranes (Fig. 16.3). These 
forces are described by the Starling equation:

Flow per unit area (J) = L [(Pc – Pt) – σ (πc – πt)]

where L is hydraulic conductivity (degree of perme-
ability of the capillary); Pc is capillary hydrostatic 
(blood) pressure; Pt is tissue (interstitial fl uid) hydro-
static pressure; σ is plasma protein refl ection coeffi -
cient (varies between different tissues, muscle 0.5, 
brain 1.0); πc is capillary colloid osmotic pressure; 
and πt is tissue colloid osmotic pressure.

In health, the net intracapillary pressures are 
greater than the interstitial pressures, resulting in a 
pressure gradient that produces a slow continuous 
fl ow of fl uid from capillary lumen to interstitium, 
predominantly the perimicrovascular space. This 
tissue or interstitial fl uid drains via the lymphatic 
system back into the systemic circulation. Capillary 
hydrostatic pressure falls from approximately 
30 mmHg at the arterial end to 15 mmHg at the 
venous end. The major contribution to the osmotic 
gradient is the difference in protein and colloid con-
centration on each side of the endothelium. Protein 
transfer occurs as described above. Some may occur 
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via gap junctions between cells in health, and this 
certainly becomes more important in states of cap-
illary leak. Over time, this leads to a net movement 
of colloid into the interstitium. The second part of 
the Starling equation is therefore modifi ed by the 
protein refl ection coeffi cient, σ. This has a value 
between 0 and 1, and represents the degree to which 
the membrane prevents the transfer of colloid mol-
ecules. Zero indicates free passage of molecules, and 
1 represents total impermeability to that colloid. 
Organ beds have different σ-values. In most capill-
aries it has a value of 0.95 in relation to plasma pro-
teins, while the pulmonary capillaries have a value 
of 0.7. The implication is that pulmonary capillaries 
are inherently more ‘leaky’ than those in the sys-
temic circulation. The higher interstitial protein 
protects the lung against oedema formation. The 
Starling equation has unmeasurable quantities 
which are interdependent on each other. It should 
be used with caution in explaining fl uid exchange in 
pathological states. Basically, there is a net driving 
force for fl uid to permeate through the microvascu-
lar network (net fi ltration pressure, NFP) based on 
the sum of hydrostatic pressures, sum of oncotic 
pressures and the conductivity of the capillary wall. 
Capillary pressures average 20–30 mmHg (but vary 
depending on location, e.g. kidney 60 mmHg, lung 
10 mmHg). However, NFP is often found to equal 
only 1 mmHg. 

Contrary to most physiology textbooks, the sum of 
the hydrostatic and oncotic forces across the capil-
lary membrane results in continual fi ltration of fl uid 
out of the capillary into the interstitium. It has been 
found that there is a greater formation of afferent 
lymph consistent with no reabsorption in the post-
capillary venules. The capillaries of all tissues (except 
brain) are to some degree ‘leaky’, allowing proteins 
to move from the circulation to the interstitium. This 
results in the oncotic forces favouring fl uid reabsorp-
tion being much less than expected. Similarly, the 
protein refl ection coeffi cient, σ, reduces the expect-
ed oncotic pressure gradient. Further, tissue pressure 
being negative favours fl uid transit into the tissues. 
The net fl uid fi ltration pressure along a skeletal 
muscle capillary is approximately 1 mmHg. This 
results in a net fl uid fi ltration of 12 L/day or a rate 
of body interstitial fl uid turnover in 30 hours. 

It has recently been suggested that interstitial on-
cotic pressure is more important for fl uid exchange 
in most microvascular beds. It is thought that fl uid 
and proteins cross capillary walls by separate routes 
and the extravascular protein concentration that 
matters is that in the endothelial intercellular space 
between the glycocalyx and the tight junction (i.e. 
there is an oncotic asymmetry). The gradient that de-
termines fl uid movement is not between blood and 
tissue but between the immediate environments of 
the paracellular cleft. The glycocalyx represents the 
primary barrier to albumin and other protein move-
ment. At the entrance to the interendothelial cleft, 
the contribution to fl ow from the oncotic pressure 
drop is balanced by the hydrostatic pressure drop. 
Hence, net fl ow will be close to zero. Only when cap-
illary pressure exceeds this oncotic pressure across 
the cleft will there be signifi cant fl ow into the sur-
rounding interstitial space. This mechanism can act 
to rapidly attenuate increases in tissue fl uid volume 
caused by sudden increases in capillary hydrostatic 
pressure. It also can explain that any factor causing a 
breakdown or separation in the junctions between 
endothelial cells (increasing cleft size) would dissi-
pate the oncotic gradient and increase transcapillary 
fl uid fl ux.

The excluded volume of proteins (see above) has 
important consequences in the dynamics of trans-
capillary exchange. Albumin (which is responsible 
for 80% of the oncotic pressure of plasma) is exclud-
ed from a large part of the interstitium. This results in 
the effective concentration of albumin in the inter-
stitium being higher than if it was assumed that all 
the interstitial fl uid was available. As a consequence 
a more rapid approach to steady-state fl ow occurs 
after a change in transcapillary fl uid fl ux (a form of 
autoregulation). It also implies less transfer of pro-
tein to plasma for a given increase in capillary fi ltra-
tion. This principle of interstitial steric exclusion thus 
acts to infl uence plasma volume.

There are situations where sustained absorption 
from interstitial fl uid into capillaries does occur. In 
these situations (kidney, gastrointestinal tract, 
lymph nodes) the interstitium has a second fl uid 
supply that is able to ‘wash away’ proteins whose 
oncotic pressure would increase and oppose 
absorption.
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Control of blood fl ow in capillaries 

Cells respond to their fl uid-dynamic environment 
(e.g. endothelial cells align in the direction of fl ow). 
Many of the biological functions of cells are control-
led by fl uid-dynamic forces. These forces consist of 
the viscous drag that is generated at the luminal sur-
face of endothelial cells by the streaming blood (wall 
shear stress) acting parallel to the vessel wall and the 
cyclic strain of the vascular wall that results from pul-
satile changes in blood pressure. The entire endothe-
lial cytoskeleton is under a given tension, even in 
the absence of an external stimulus. Shear stress or 
stretch at the endothelial cell surface redistributes 
these forces across the entire cell so that a stimulus at 
the cell surface is translated into a chemical signal 
at the end of a fi lament or fi bre, be it within caveolae, 
in the vicinity of the cell–cell adhesion points or 
within the integrin-rich focal adhesion contacts that 
anchor the cell to the basal membrane.

The cellular constituents of blood infl uence the 
rheological properties of whole blood especially in 
the microcirculation where the diameter of the blood 
vessel becomes comparable to that of the cell. The 
microvascular network of an organ is fractal, exhibit-
ing self-similarity and with distance downstream, 
the vessel diameter and length follow a power-law 
relationship. This results in a pressure gradient that is 
most pronounced in the arterioles where the ratio of 
wall thickness to lumen diameter is greatest. This 
(anatomical) arrangement enables blood fl ow regu-
lation primarily by diameter change. At this level of 
the arteriolar network, where the pressure gradient 
is steepest, is the region where the greatest active 
changes in diameter occur.

Blood is a concentrated suspension, consisting of 
erythrocytes (biconcave discs of 7 µm diameter), leu-
cocytes (a typical neutrophil is circular with a 8-µm 
diameter) and platelets (discoids of 2 µm diameter). 
The suspending fl uid, or plasma, contains ions and 
macromolecules up to 1000 kDa. Flow behaviour in 
the microcirculation is complex because of the 
branching geometry of the microvascular network, 
the glycocalyx coating endothelium and the expres-
sion of cell receptors that can interact with cells in the 
blood therefore retarding their fl ow. In the setting of 
infl ammation, the leucocytes vacate the central or 

axial stream to the periphery where they come into 
close mechanical contact to and interact with the 
endothelial cells. This may induce a strain-depend-
ent increase in matrix permeability which may be 
important when the leucocyte compresses the layer 
of glycocalyx.

Erythrocytes tend to form aggregates that can re-
versibly disaggregate under infl uence of shear forces. 
Reduction of viscosity with increased shear rate is 
termed shear thinning. Erythrocyte aggregation and 
their ability to deform is a major determinant of 
blood shear-thinning. This partly accounts for the 
viscosity minima of blood at capillary diameters of 
7 µm, and the observation of red blood cells travers-
ing capillaries in ‘single fi le’.

The glycocalyx or endothelial surface layer (ESL) 
is increasingly being seen as an important determi-
nant of fl ow and function control in the capillary. 
The ESL thickness (0.5–1 µm) depends on local 
shearing forces and their nature (laminar, turbulent 
or pulsatile). The composition of the glycocalyx 
results from a balance of the rate of biosynthesis of 
glycosoaminoglycans by the endothelial cell, and 
their removal, which may be mediated by intracellu-
lar and/or membrane-bound proteases released or 
activated by G-protein signalling. This physiological 
regulation may be lost in infl ammation where leuco-
cytes cause not only ‘shedding’ of the ESL but also by 
plugging the capillary can induce signifi cant fl ow 
changes in the microvasculature. 

Activation of leucocytes results in a dramatic 
increase in microvascular resistance. The expression 
of adhesion molecules by endothelium causes leuco-
cytes to roll, adhere, then migrate through paracel-
lular pathways. This may cause local obstruction or 
reduction of capillary fl ow.

Capillaries are the sites of oxygen supply to the tis-
sues and act as a large surface area–volume system. 
This delivery of oxygen depends on capillary density, 
erythrocyte capillary transit time and geometrical 
distribution of the capillary network. Only 5% of 
blood volume is in capillaries at any one time. Yet 
this is its most important role. In the ‘average’ capil-
lary, fl ow velocity is 70 mm/s and erythrocyte transit 
time is 1–2 s, giving adequate time for diffusion to 
occur. Transfer is multiphase (haemoglobin to 
plasma, through capillary wall, through interstitium 
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to cell). However, with tissue oedema and cell swell-
ing, oxygen delivery may become diffusion-limited. 
Diffusive fl ux from capillary to tissue is given by:

QO2/dt α ppO2 (R2 − R1)

where R1 is the capillary radius; R2 is the distance to 
cell; and ppO2 is the oxygen partial pressure.

Diffusive oxgyen transport between two sites de-
pends on the difference of tissue and blood oxgyen 
tensions. Oxgyen diffusion, however, is not the proc-
ess once envisaged, occurring for example only in a 
capillary bed. Oxygen diffusion also occurs from cap-
illaries to neighbouring capillaries. And, in addition 
to their role in convective oxgyen transport, arteri-
oles also function as a diffusive source of oxgyen that 
serves to replenish that lost from the red blood cells 
as they move along the capillaries. Therefore, while 
the capillary bed is the primary site of oxgyen ex-
change within tissues, oxgyen exchange with sur-
rounding tissues occurs in the arteriolar tree, thus 
leading to a precapillary fall in haemoglobin oxgyen 
saturation. Reoxygenation of erythrocytes fl owing 
through capillaries by diffusion from nearby arteri-
oles helps provide homogeneous tissue oxygenation 
despite heterogeneous capillary blood fl ows.

It is estimated that only 20–25% of available capil-
laries are perfused in ambient conditions. In stress 
situations, however, capillaries can be recruited to 
maintain metabolic homoeostasis. Microcirculatory 
blood fl ow is regulated actively by changes in vascu-
lar resistance and perfusion pressures, originating 
from parent arterioles, and alterations of vascular 
tone within the capillary network. Blood fl ow 
within the microcirculation may also exhibit passive 
control; for example, when infl uenced by rheologic 
infl uences and network geometry (the latter may 
vary considerably between tissues). Microcircul-
atory blood fl ow is typically non-uniform; both tem-
poral heterogeneity (changes over time) and 
spatial heterogeneity (differences between vessels) 
of capillary fl ow are common. Capillary fl ow hetero-
geneity is lessened by metabolic stress and increasing 
erythrocyte supply to the tissue.

Blood fl ow in the microcirculation is regulated by 
physiological oxygen gradients which are coupled to 
vasoconstriction or vasodilatation. This function is 
usually ascribed to nitric oxide (NO) bioactivity (see 

below). Thionitrites, (oxidative formation of NO 
and sulphydryl groups) including both low molecu-
lar weight nitrosothiol (SNO) derivatives of cysteine 
and glutathione, and also S-nitrosylated proteins 
such as S-nitrosoalbumin, are among the most 
potent vasodilatory compounds known. Previously, 
haemoglobin was seen as a scavenger of NO, inacti-
vating it and forming an Hb-Fe(II)-NO nitrate com-
plex. This only occurs when haemoglobin is free and 
not compartmentalized within the red blood cell. 
However, haemoglobin is among the blood proteins 
that sustain S-nitrosylation, and S-nitrosylated 
haemoglobin (SNO-Hb) formation is competitive 
with and/or circumvents the Fe(II)-NO nitrate-
forming reaction and concomitant loss of NO 
bioactivity.

S-nitrosylation of human haemoglobin is linked in 
vivo to oxgyen saturation and occurs at β-Cys-93 of 
haemoglobin. The reactivity of cysteine toward NO is 
dependent on the quaternary structure of the hae-
moglobin tetramer. SNO-Hb forms preferentially 
in the oxygenated (or R) structure of haemoglobin, 
whereas conditions favouring deoxygenated or T 
structure, such as low PO2, favour release of NO 
groups. The circulating levels of SNO-Hb are thus 
partly dependent on the O2 saturation-governing 
equilibrium between T and R structures, and not on 
the PO2. Crystal structures and molecular models of 
SNO-Hb provide a rational stereochemical basis for 
allosterically regulated dispensing of NO bioactivity. 
Thus, whereas cys-thiol has no access to solvent in R 
state (and therefore could not dilate blood vessels), it 
protrudes into solvent in the deoxygenated (or T) 
structure. Thus, erythrocytes provide a novel NO 
vasodilator activity in which haemoglobin acts as an 
oxygen sensor and oxygen-responsive NO signal 
transducer. S-nitroso haemoglobin has an important 
role regulating both peripheral and pulmonary vas-
cular tone. Red cell derived relaxing activity may 
be responsible for autoregulation of blood fl ow and 
oxgyen delivery. It appears that SNO can contribute 
to regulation of vascular resistance under basal con-
ditions and its dysregulation in disorders charac-
terized by tissue oxgyen defi cits such as endotoxic 
shock. This mechanism can also explain the vaso-
constriction that occurs during hyperbaric oxgyen 
treatment.
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Central mechanisms of control

Fluid fl ux through the tissues is controlled by an 
autoregulatory mechanism (Starling equation) that 
acts to maintain a steady state. There must also be 
additional controls to meet, in a coordinated fashion, 
the functional requirements of that organ. It is 
known that, as fl ow through the capillary increases, 
there is a fl ow-dependent increase in permeability. 
Nutrient exchange in the microcirculation is control-
led by changes in capillary density. As this increases, 
the cross-sectional area available for diffusion is also 
increased and the ‘effective’ radius increases, result-
ing in a marked decrease in fl ow velocity and in-
creased transit time for erythrocytes in the capillaries. 
Effi cient tissue exchange will thus depend on the 
matching of open capillaries to the metabolic needs 
of the tissue.

Certain regulatory adjustments of the smooth 
muscle tone in arterial and venous microvessels are 
essential for the internal fl uid balance in the body by 
their specifi c control of net capillary fl uid transfer. 
There are two main objects of the biological control 
mechanisms that govern this homoeostatic process: 
some serve to induce net transcapillary fl uid shifts 
with the primary aim of controlling plasma volume 
(e.g. in hypo- and hypervolaemia); others serve to 
prevent untoward fl uid transfer, as during hydro-
static capillary load or alteration of arterial or venous 
pressure. The control mechanisms can be at the level 
of capillary pressure, at the level of interstitium and 
at the level of the endothelial cell.

On a ‘macro’ level, blood pressure in the capil-
laries (Pc is the mean capillary hydrostatic pressure) 
is determined by upstream arterial pressure (Pa), 
venous pressure (Pv), and the ratio of postcapillary 
to precapillary resistance (rv/ra) according to the 
relationship: 

Pc
r r Pa Pv

r r
v a

v a

=
+

+
( / )

( / )1

Thus, elevations of arterial pressure, venous pres-
sure or (rv/ra) will produce elevations of Pc (a given 
rise in Pv increases Pc approximately fi ve times the 
same rise in Pa). Thus, any mechanism which infl u-
ences either the pre- or postcapillary resistance or 

venous pressure may have a profound effect on the 
capillary pressure and hence transcapillary fl uid fl ux. 
Under normal physiologic conditions, (rv/ra) ~5 (i.e. 
in the upright position). In the motionless limb, the 
ratio (rv/ra) increases to about 20 and can lead to 
oedema formation in the motionless limb. Certain 
vasomotor reactions, mainly neurogenic ones, con-
tribute to the active regulation of plasma volume by 
inducing redistributions of fl uid between the intra- 
and extravascular compartments (i.e. net absorption 
of extravascular fl uid into the blood stream during a 
period of reduced plasma volume and ultrafi ltration 
into the tissues during overfi lling of the circulatory 
system). Capillary pressure, Pc, is the only Starling 
variable under neurogenic control. Only skeletal 
muscle and skin, which contain a total interstitial 
fl uid ‘reserve’ of some 6 L and an intracellular fl uid 
volume of about 16 L, participate in such centrally 
controlled plasma volume adjustments. They have a 
large total extravascular fl uid volume, their tissue 
functions are not impaired by even extensive fl uid 
withdrawal, and they are not enclosed by rigid struc-
tures which otherwise could limit fl uid transfer by 
pronounced alteration of tissue pressure. This mech-
anism does not occur in internal organs. Adrenergic 
nerve fi bre excitation constricts the resistance and 
capacitance vessels, resulting in continuous net trans-
capillary absorption of extravascular fl uid into the 
blood stream. This is because of a reduction in hydro-
static capillary pressure, and in turn because of a 
decrease in (rv/ra). The rate of such fl uid absorption is 
related to the frequency of nerve excitation. During 
acute severe haemorrhage this refl ex absorption of 
interstitial fl uid from the muscles into the blood 
stream can occur at the rate of nearly 0.5 L during the 
fi rst hour of haemorrhagic hypotension. This impor-
tant plasma volume control, mediated by nervous 
and also humoral adrenergic mechanisms, seems to 
be reinforced by a neurogenic β-adrenergic dilator 
mechanism. The α-adrenergic constrictor mecha-
nism controls capillary pressure via a decrease in rv/
ra. The refl ex β-adrenergic mechanism simultane-
ously controls the size of the functional capillary 
surface area by a preferential dilator effect on the 
smallest precapillary vessels, which in skeletal 
muscle function as ‘sphincters’. The resulting in-
crease in functional capillary surface area in face of 

WEB_16.indd   231WEB_16.indd   231 7/5/2006   10:24:25 AM7/5/2006   10:24:25 AM



232   Chapter 16

a refl exly decreased capillary pressure can facilitate 
the fl uid absorption process markedly. This control 
of capillary fl uid transfer occurs only in skeletal mus-
cle and only at blood pressure levels below the au-
toregulatory threshold.

Local mechanisms of control

The myogenic response is the autorefl ex contraction 
of VSM when it is stretched. This stabilizes blood fl ow 
and capillary fi ltration in situations of changing 
blood pressure. When pressure rises in the VSM 
surrounding an arteriole, a stretch-sensitive cation 
channel opens which activates an L-type calcium 
channel and simultaneously activates protein kinase 
C to increase the cell actinomyosin sensitivity to cal-
cium. The tone in the cell is maintained by a calcium-
activated K channel that acts to hyperpolarize the 
cell and thus minimize the depolarization driving 
contraction. This mechanism is of importance in 
blood fl ow autoregulation. The intracellular concen-
tration of ATP is a determinant to activate and deacti-
vate potassium-ATP (K-ATP) channels. These are 
located in the plasma membrane of cells including 
vascular and non-VSM cells and participate in the 
regulation of the membrane potential. Thus, ATP 
produced by respiratory activity and metabolic 
demand in the cells may contribute to feedback 
mechanisms that control cell functions through an 
activation of KATP channels and hence membrane 
electrical activity. Although metabolites are very ef-
fective in small terminal arterioles, an accumulation 
of metabolites alone cannot reduce vascular resist-
ance suffi ciently to coordinate the behaviour of 
upstream and downstream vessel and additional 
mechanisms are necessary to achieve an adequate 
conductance down to the tissue supplied by certain 
capillaries. Such a mechanism is the conducted dila-
tation, which most probably is based on an electrot-
onic propagation of local changes in membrane 
potential via connexion membrane proteins. Con-
duction of such signals from capillaries to upstream 
resistance vessels and between downstream arteri-
oles and upstream vessels has been described to have 
considerable mechanical length constants.

A second mechanism with potential coordinating 
properties is the ‘fl ow-dependent dilatation’ which 
is caused by a shear stress-induced tonic production 

of NO by endothelial cells in most tissues. Any dilata-
tion of upstream arterioles will increase fl ow to some 
extent and, by the concomitant increase of shear 
stress, an NO-mediated dilatation of downstream 
vessels will be subsequently induced. Tonic produc-
tion of NO by endothelial cells due to shear stress, 
acts on the VSM to alter fl ow. This mechanism 
appears to be important in dilating the supply arter-
ies upstream to an organ, when the arterioles within 
the organ dilate in response to a rise in other vasodi-
lator signals within the organ itself. Use of L-NMMA 
(L-N-monomethylarginine), an NO synthase inhibi-
tor, results in an increase in blood pressure with a 
marked reduction in blood fl ow. An increase of wall 
shear stress is an adequate stimulus for the augmen-
tation of endothelial NO release, with increasing 
fl ow. The following dilatation tends to bring back the 
wall shear stress to initial values. The basic mecha-
nism of translation of a mechanical force into bio-
chemical events is still not clear. Shear stress increases 
intracellular free calcium. This leads to an increase of 
NO synthesis because type I NOS is a calcium/cal-
modulin-dependent enzyme. Endothelial NO thus 
has an important role in coupling resistance and fl ow 
in the arterial tree to ensure that demand ensures 
supply. The shear-induced augmentation of NO 
release also represents an important mechanism to 
oppose pressure-induced myogenic constrictions 
which would otherwise tend to reduce tissue per-
fusion in a self-augmenting, negative feedback loop. 
In endothelial cells, mechanotransduction may not 
occur via a single pathway; rather it refl ects the inte-
grated response of multiple signalling networks that 
are spatially organized throughout the cell. The fi nal 
effect is a coordinated dilatation along the vascular 
tree that results in an adaptation of the overall vascu-
lar conductance to the new fl ow load. Because this is 
a positive feedback mechanism, it is possible that 
‘preferential fl ow channels’ may be established while 
other vessels running in parallel may be relatively 
underperfused (‘steal phenomenon’). Therefore 
additional coordinating mechanisms, especially be-
tween different branches of a vessel, are necessary. 
The above mentioned ‘conducted dilatation’ may 
represent such a mechanism.

Tissue metabolism and activity is intrinsically 
linked to tissue fl ow. Acidosis, hypoxia, adenosine, 
K, PO4 and hyperosmolality can all cause arteriolar 
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dilatation. The importance of each will vary in differ-
ent tissues and the mechanism while not fully eluci-
dated will probably be similar to above.

Erythrocytes provide a novel NO vasodilator activ-
ity in which haemoglobin acts as an oxygen sensor 
and oxygen-responsive NO signal transducer, infl u-
encing vascular tone. There appears to be a pivotal 
role for SNO haemoglobin in mediating this response 
and in red cell derived relaxing activity in autoregu-
lation of blood fl ow and oxgyen delivery (see 
above). 

The increase in vascular permeability is a key early 
event in an acute infl ammatory process. A number 
of mediators are known to be involved including his-
tamine, 5-hydroxytryptamine (5-HT) and bradyki-
nin, prostaglandins and nitric oxide, followed by 
entire families of infl ammatory cytokines and growth 
factors. These can be divided into early (preformed) 
and late (process-induced) mediators. Early media-
tors, such as histamine and 5-HT, are released 
quickly in response to an injury because they are 
preformed and stored in cells. Early mediators also 
trigger amplifi cation of the signal by synergizing 
with different, late-phase mediators. Other media-
tors, including the pro-infl ammatory cytokines in-
terleukin-1 and tumour necrosis factor α induce 
enzymes such as inducible type II NOS (iNOS) and 
cyclo-oxygenase 2 (COX-2). Nitric oxide and prosta-
noids produced by these enzymes are involved in in-
creasing vascular fl ow and permeability.

In a single vascular bed, fl ow is determined by a 
combination of the above neural, humoral and local 
factors. In differing beds, the infl uence of each will 
have a varying degree of importance and may well 
change over time. It appears that control hierarchy is 
from the bottom up such that local control is the most 
dominant. Various control mechanisms may over-
ride others, especially during times of stress. Thus, 
heterogeneous responses are to be expected. For 
example, most vascular beds exhibit autoregulation 
to maintain a constant Pc. The pulmonary vascular 
bed does not.

Changes in transcapillary fl ux

Starling’s view of the passive nature of microvascu-
lar exchange has been fi rmly established. Blood–
tissue fl uid balance is governed by forces generated 

within the capillary, interstitial and lymphatic 
compartments. The ECM and myogenic lymph 
pump automatically control transcapillary fl uid 
movement. The physicochemical properties of the 
ECM determine the pressure and compliance of the 
interstitial spaces. In addition, the dependence of in-
terstitial protein exclusion on matrix hydration am-
plifi es the extent of oncotic buffering induced by 
interstitial volume alterations. Distension of lymph 
vessels elicits increases in contraction frequency, 
stroke volume and lymph fl ow. Thus, the rate of 
lymphatic removal of interstitial water and protein is 
geared to the state of hydration of the interstitial ma-
trix. These interstitial and lymphatic compensatory 
reactions are important safety components in pre-
vention of oedema formation. It has become appre-
ciated that although microvascular exchange is 
passive, the interstitial pressure and permeability co-
effi cients that determine how much solute and fl uid 
is exchanged are actively regulated under both phys-
iological and pathological conditions. 

Change in interstitial fl uid pressure

The interstitium has been regarded as having mini-
mal effect on transcapillary fl uid fl ux and regarded 
as less important than changes in the endothelial 
barrier permeability. However, interstitial fl uid 
pressure changes are undoubtedly interrelated with 
those of the endothelium. The interstitial fl uid vol-
ume is fairly constant at ~20% of body weight. It is 
maintained at this level by the interstitial fl uid’s 
linear compliance at normal tissue pressure. Thus, as 
fl uid accumulates in the interstitium there is only a 
small increase in interstitial fl uid pressure which will 
act against further fl uid infl ux. Linked with the in-
creased fl ow in the lymphatics, a buffering mecha-
nism thus exists to minimize oedema formation in 
the tissues. At a state of overhydration, the fi brillar 
proteins in the extracellular matrix are extended re-
sulting in the gel becoming a solution. From studies 
of burn injury and anaphylaxis it is known that there 
is a rapid increase in net capillary fi ltration with 
visible oedema within 5 minutes. This occurs when 
capillary permeability has only increased by a factor 
of 2. Tissue pressure decreases to approximately 
−10 mmHg. This negative pressure is brought about 
by contraction of the ECM collagen induced by 
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changes in β1 integrin. The matrix can be thought of 
as ‘contracting’ down because of increased tension 
induced through the β1 integrin. This acts to ‘suck’ 
fl uid into the interstitium. Thus, interstitial fl uid 
pressure can make a signifi cant contribution to tran-
scapillary fl ux and offers a method for dynamic 
modulation of that fl ux. 

Increased capillary permeability 
resulting from mediators and 
calcium signalling 

The transendothelial movement of fl uid and solutes 
is a dynamic process regulated by a complex interac-
tion between signalling molecules and structural 
elements comprising cell cytoskeleton, cell–cell 
adherence and cell–matrix attachment. The effi cient 
operation of the endothelial barrier requires coordi-
nation and integration between different signalling 
reactions that are triggered by various mediators. 
Cells appear to respond to fl uid shear stress via a 
complex process involving several potential trans-
duction elements such that at the site of force appli-
cation any of the following signal pathways may be 
activated:
1 Stress-activated ion channels for Ca
2 G-protein-linked receptors/guanylate cyclase 
(GC)
3 Integrin proteins
4 Tyrosine kinase receptors
5 Phospholipase C cGMP-dependent protein kinase 
(PKG).
The force transduction signal can be transmitted to 
the cell cytoskeleton leading to alterations in the cell 
action and function. Disruption of the cytoskele-
ton inhibits shear stress-mediated signalling and 
changes gene expression. Signalling events such as 
phosphorylation and changes in ion concentrations 
within the cell can lead to protein conformational 
changes. On one hand, the contractile force 
generated by the cross-bridge interaction between 
actin and myosin can cause cytoskeleton reorganiza-
tion and cell contraction, establishing a morphologi-
cal basis for intercellular gap formation. On the other 
hand, the binding between junctional proteins (e.g. 
VE-cadherin) and cytoskeletal elements via the cat-
enin linking molecules produces an adhesive force 

that pulls the adjacent endothelial cells together in 
close apposition, preventing intercellular leakage. 
The rise in calcium activates key signalling pathways, 
which mediate cytoskeletal reorganization, through 
myosin light chain (MLC) dependent contraction; 
this leads to cell retraction and disassembly of VE-
cadherin and other transmembrane proteins at the 
adherens junctions. Elevation of calcium also acts 
on actin-myosin in the cells cytoskeleton to alter 
the interaction of junctional membrane proteins 
between adjacent endothelial cells. MLCK activa-
tion–mediated MLC phosphorylation can directly 
result in cell contraction and gap formation. VE-
cadherin and β-catenin phosphorylation may induce 
a dissociation of the junctional proteins and their 
connection to the cytoskeleton, this process con-
tributing to the barrier dysfunction of microvascular 
endothelium. 

Shear stress increase results in an NO-dependent 
increase in permeability (Fig. 16.1). This offers a 
second-to-second ability to increase solute transfer. 
Here it is thought that proteins in the glycocalyx act 
to transduce a mechanical stimulus of increased fl ow 
into a biochemical signal to increase paracellular 
fl ow. Integrins may have a role here as antibodies 
against β3 integrin attenuate fl ow-induced vasodila-
tation. Cyclic GMP also has a role in altering cell per-
meability as evidenced by the effects of guanylate 
cyclase inhibitors, which have similar effects to 
those of NOS inhibition. Infl ammatory mediators, 
such as thrombin, that bind to heptahelical G-
protein-coupled receptors (GPCR) and trigger in-
creased endothelial permeability do so by increasing 
the intracellular calcium concentration. Similarly, 
agonists such as atrial naturetic factor (ANP), hista-
mine and ATP act via cell surface receptors that open 
calcium channels, resulting in ion entry down its 
electrochemical gradient. The degree of calcium 
entry can be modifi ed by hyperpolarization of the 
endothelial membrane. This increase in calcium 
induced by a variety of agonists is achieved not only 
by calcium entry via channels, but also by release of 
calcium from intracellular stores (in the endoplasmic 
reticulum) under the infl uence of the generation of 
inositol 1,4,5-trisphosphate (IP3). IP3-sensitive cal-
cium store depletion activates plasma membrane 
cation channels (store-operated cation channels) to 
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cause calcium infl ux into endothelial cells. Store-
operated calcium infl ux signals induce an increase in 
cell permeability, NO production and can provoke 
changes in gene expression in endothelial cells. Ac-
tion of these signals on the intracellular motors of 
actinomyosin stress fi bre formation leads to cell re-
traction and increased vascular leakage. Rather than 
there being a specifi c mechanoreceptor expressed on 
endothelial cells, the entire cytoskeleton itself (which 
is under tension) may act as a mechanoreceptor and 
generate chemical signals to alter shape and permea-
bility. Thus, the Ca-NOS-GC-PKG cascade and the 
PLC-PKC pathway contribute to the signal transduc-
tion in enhanced microvascular permeability. While 
activated PKC may alter the endothelial barrier func-
tion partially through the modulation of NOS activi-
ty, PKG activation may act as a common signal in the 
mediation of the hyperpermeability response. Bio-
physically the refl ection coeffi cient σ becomes zero.

Infl ammation

Tissue injury, in its many forms, triggers off a protec-
tive mechanism to isolate and repair the damaged 
tissue. This infl ammatory response occurs at the 
level of the microcirculation. A primary component 
of the infl ammatory response is this increase in mi-
crovascular permeability. The initial phase is thought 
to be mediated primarily by a change in interstitial 
fl uid pressure (as described above). When the in-
fl ammatory mediators are histamine, serotonin, etc. 
then the increase in permeability is confi ned to the 
postcapillary venules via a mechanism involving 
increased gap formation. Only in the latter phases 
do gaps and fenestrae between endothelial cells open 
up.

As infl ammation progresses, the hydraulic pres-
sure gradient increases via arteriolar vasodilatation 
and its action on rv/ra to increase Pc. The transcapil-
lary oncotic gradient decreases (protein leaks into 
the interstitial space) and capillary refl ection coeffi -
cient decreases because of opening of intercellular 
gaps. Thus, there is an increase in fl uid fl ux across the 
capillary into the interstitium. Ischaemic endothelial 
cells express selectins on their membrane which 
causes leucocytes to adhere to them. This leads to 
their activation and they migrate between the venu-

lar endothelial cells. This increase in permeability is 
brought about by release of oxidants and heparin-
binding protein by the neutrophil that interacts with 
the endothelial actinomyosin cytoskeleton, probably 
via an action on transmembrane proteins. This 
causes cell contraction to ‘open’ up the tight and 
adherent junctions. The mechanism for this is not 
fully understood but also involves calcium infl ux, 
activation of NO synthase and production of cGMP. 
The end result is, again, an increase in the endotheli-
al permeability (Fig. 16.4). However, this only occurs 
in the microcirculation. It does not occur in the 
macrocirculation; the response is designed to remain 
localized. However, if it becomes unregulated and 
systemic in nature, this results in a systemic infl am-
matory response and produces widespread derange-
ments in organ and body physiology.
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Figure 16.4 Structural and functional changes in the 
microcirculation during acute infl ammation. The 
sevenfold increase in slope shows that hydraulic 
conductance (capillary permeability) increases with 
infl ammation. The decrease in the intercept shows the 
effective osmotic gradient across the capillary wall (σ∆π) 
is reduced by infl ammation.
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It can be seen that increases in vascular permeabil-
ity, while initially caused by a single agent, over time 
become a result of several agents acting simultane-
ously and/or in concert. The changes described relate 
to acute infl ammation. Those of chronic infl amma-
tion are less well understood.

Microcirculation in different organs

Lung
The primary function of lung is gas exchange. The 
microcirculation runs in association with the alveoli 
(blood–gas barrier) to facilitate exchange. The capil-
lary and alveolar cells are thin, to minimize the diffu-
sion barrier. The capillaries form a dense network 
providing a large surface area. The pulmonary circuit 
is a low pressure system with very low fl ow resist-
ance. The lungs have a strong requirement to 
remain dry yet the capillaries have an inherent ‘leak-
iness’, with the protein (albumin) refl ection coeffi -
cient equaling 0.7. This ensures that the interstitial 
protein content is high (75% of plasma) and hence a 
higher interstitial oncotic pressure acts to decrease 
fl uid transfer across the capillary wall. This, in associ-
ation with an increasingly negative interstitial pres-
sure as fl uid moves from the lung periphery to the 
lung hilum, ensures there is a net outward fl uid rate 
that is effi ciently removed (which will equal the pul-
monary lymph fl ow rate of 20 mL/min).

Formation of pulmonary oedema results from 
increased transcapillary fl uid fi ltration secondary 
to altered hydrostatic or oncotic pressure gradients 
or because of increased permeability. However, 
because 80% of transendothelial protein fl ux is 
attributable to convection under physiological con-
ditions, then Pc will determine both passive fl uid 
fi ltration and protein transport. At the onset of pul-
monary oedema, lung interstitial pressure increases 
rapidly because of its low interstitial compliance. 
This low compliance, caused by the ECM structure, 
acts as a protective mechanism to minimize the vol-
ume increase of fl uid. Fluid absorbed by the ECM 
glycosaminoglycan and hyaluronan in the extra-
alveolar interstitial space prevents fl uid fl ooding 
alveoli. This system eventually fails because of 
matrix remodelling by MMP and mechanical stress. 
Tissue compliance increases over 4–6 hours, promot-

ing oedema progression. Mechanical forces can alter 
endothelial barrier properties. In the lung, the pul-
monary capillaries are exposed to a longitudinal ten-
sion in the alveolar wall associated with lung 
infl ation. This tension, if exaggerated (with positive 
pressure ventilation), may result in endothelial 
cytoskeleton changes resulting in increased per-
meability and oedema formation as occurs in 
ventilator-induced lung injury.

Brain 
The blood–brain barrier (BBB) is formed by brain 
capillary endothelial cells. These cells have at least 
three properties that distinguish them from their 
peripheral counterparts:
1 Super-tight junctions (TJ) of extremely low per-
meability and very low hydraulic conductivity; the 
paracellular cleft is almost completely sealed. This 
prevents paracellular macromolecular diffusion 
driven by their concentration gradient.
2 Low rates of fl uid-phase endocytosis.
3 Specifi c transport and carrier molecules (i.e. the 
capillary endothelium is not freely permeable to 
low molecular weight solutes such as glucose, urea 
or mannitol; these can freely cross the capillary 
endothelium in the periphery).
Uptake of essential molecules into the central nerv-
ous system (CNS) is mediated through specifi c trans-
port and carrier complexes.

The capillaries of most vascular beds in the body 
are permeable to low molecular weight solutes and 
have a low permeability to proteins. In the brain, the 
capillary is relatively impermeable to most of the low 
molecular weight solutes and impermeable to pro-
teins. It exhibits a gate function to solute transfer. 
This infers that the driving fi ltration force across the 
capillary membrane is the difference in hydrostatic 
pressure between blood and brain tissue (ICP; intra-
cranial pressure) and the difference in osmotic pres-
sure of blood and the osmotic pressure in brain. 
Unlike other capillary beds, where the osmotic pres-
sure difference (because of essentially free permea-
tion of low molecular weight solutes) is generated by 
the difference in protein concentration (5–10 mmHg), 
in brain the osmotic gradient is generated by all the 
plasma constituents. At an osmolality of 290 mOsm/
kg the osmotic pressure is 5500 mmHg.

WEB_16.indd   236WEB_16.indd   236 7/5/2006   10:24:25 AM7/5/2006   10:24:25 AM



Microcirculation   237 

In combination, these features restrict the non-
specifi c fl ux of ions, proteins and other substances 
into the CNS environment. These restrictions protect 
neurones from harmful fl uctuations occurring in the 
blood and thus maintain homoeostasis, yet allow up-
take of essential molecules. However, small changes 
in plasma osmolality (e.g. hypernatraemia resulting 
from dehydration) can have a marked effect on the 
fl uid volume of the intracranial compartment. 

Different mechanisms are involved in TJ-
dependent permeability regulation including:
1 Alterations of the architecture of the actin 
cytoskeleton
2 Post-translational modifi cations of junctional 
proteins, by PKC
3 Proteolytic degradation of junctional con-
stituents.

Breakdown of the BBB is associated with a variety 
of CNS disorders (e.g. traumatic brain injury, infec-
tion). Recent work has shown the barrier breakdown 
to be related to protein disassembly of the endo thelial 
TJ brought about by infl ammatory mediators or 
MMPs.

Microcirculatory pathophysiology

Infl ammation
The infl ammatory response is a vital process that has 
a key role in health and disease. The word ‘infl am-
mation’ can be considered as an umbrella term. 
Many diseases have an infl ammatory component 
and it is a common theme in several, apparently 
distinct pathologies. The infl ammatory process is 
initiated by a complex series of events, of which 
pivotal early steps are vascular changes that start 
immediately and develop during the fi rst few hours. 
Vascular changes are regulated by factors that 
control exudation, which occurs mainly from the 
postcapillary venules. This phase occurs either con-
comitantly or is followed by association between 
neutrophils and the endothelium of postcapillary 
venules, which contributes to a more prolonged 
phase of increased vascular permeability. During 
infl ammation, the cytoskeleton of the endothelial 
cells permits retraction and opening of the tight 
intercellular junction thus increasing the permeabil-
ity of vessel walls to plasma proteins and other sub-

stances. The protein-rich exudate escapes into the 
surrounding interstitial space causing localized 
swelling in the tissues. The increase in fl uid in the tis-
sue spaces is further compounded by an increase in 
hydrostatic pressure at the arteriolar end of the capil-
lary bed because of vasodilatation. The major func-
tions of the various types of exudates are to dilute 
toxins produced by bacteria, to provide a fl uid medi-
um for the movement of immunoglobulins and leu-
cocytes, and to drain bacterial toxins to the lymphatics 
and thence to lymph nodes, where B and T cells are 
situated, and an immune response can be initiated. 

Infl ammation is a condition that exhibits the 
dynamic and heterogeneous nature of microcir-
culatory fl ow and its sensitivity to sepsis. Cells and 
mediators evoked by sepsis can cause havoc in the 
microcirculation with vascular dysregulation, loss of 
barrier function (capillary leak syndrome), endothe-
lial cell dysfunction, as well as a host of blood-
associated disturbances such as increased clotting, 
red blood cell rigidity and leucocyte activation. The 
upshot of this catastrophe is a complete collapse of 
microcirculatory functional control which, together 
with infl ammatory mediators, ultimately leads to 
cell death. Using sublingual orthogonal polarization 
spectroscopy, microcirculatory blood fl ow can be ex-
amined in humans. During sepsis it has been shown 
that microcirculatory perfusion is reduced by ap-
proximately half, despite overall correction of sys-
temic haemodynamic variables and parameters of 
oxygen delivery. The severity of this microcircu-
latory depression is correlated to the patient’s out-
come as well as to blood lactate levels and severity of 
illness scores, but not to any of the other usual clini-
cal variables monitored. Depressed microcirculatory 
fl ow occurs more severely in the smallest vessels, 
leaving the larger vessels more or less unaffected. 
This provides direct support for the idea that shunt-
ing of the microcirculation is a prominent feature of 
sepsis. Microvascular occlusion resulting from leu-
cocytes ‘plugging and blocking’ the capillary may be 
the cause. These results also provide an explanation 
as to why systemic haemodynamic variables are a 
poor refl ection of haemodynamic properties in the 
microcirculation. In animal models of sepsis, en-
dothelial cell responsiveness to acetylcholine is pre-
served, which, upon vasodilatation, corrected and 
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restored microcirculatory fl ow back to normal val-
ues and patterns. In a similar study in septic patients, 
systemic administration of nitroglycerine restored 
and corrected microcirculatory fl ow that had previ-
ously been depressed. Such a mechanism may ac-
count for the improved oxygen extraction seen in 
septic patients when given the potent vasodilator 
prostacyclin. It may be that to improve oxgyen ex-
traction in sepsis, what is required is a means of im-
proving microcirculatory fl ow. 

One of the great problems in treating sepsis is the 
necessary fl uid resuscitation (because of the increase 
in microvascular permeability) that leads to oedema 
formation.

Oedema
There are two forms of oedema: that secondary to in-
creased permeability in the microcirculation (usually 
secondary to an infl ammatory stimulus), and that 
resulting in pathological states leading to sodium and 
water retention resulting from a decreased effective 
circulating volume or to hypoproteinaemia. Only 
the former is discussed here.

The primary sites of oedema formation are the 
skeletal muscle and subcutaneous tissue. Oedema 
also forms in potential spaces such as peritoneum 
and pleura. Oedema of the extracellular space occurs 
when there is derangement of the transcapillary 
fl uid fl ux such that fl uid removal by the lymphatics is 
overwhelmed by fl uid infl ow. This results in expan-
sion of the interstitial fl uid space. While the collagen 
gel may contract as described above there is a limit to 
which this occurs. As fl uid leaks into the interstitial 
fl uid space there will be a ‘bath-tub’ effect beyond 
which the compliance of the space will increase with 
formation of large volumes of free fl uid. Oedema 
directly and profoundly interferes with distribution 
of vital substrates and removal of wastes, cytokines 
and other undesirables present in capillary leak 
secondary to endothelial injury. When interstitial 
oedema occurs there is a mismatch between the 
number of proteoglycan and collagen fi laments and 
water fl ux. This results in the creation of large, low 
resistance channels of fl uid with vastly increased 
rates of fl ow. The fl ow rate goes up in the typical 
oedematous patient’s interstitial space by 250 000 
times baseline. As proteins migrate through the en-

larged interendothelial gaps, large quantities of fl uid 
are taken along (1 g albumin binds 18 g isotonic 
fl uid). This leads to salt and water retention as inter-
stitial oedema. 

This is deleterious for a number of reasons. Under 
normal physiological conditions, the ‘thin-fi lming’ 
and reduced rate of fl ow of capillary fi ltrate allows 
adequate time for diffusion of nutrients and waste 
products into and out of cells to occur. It also pro-
vides for very uniform delivery of comparatively 
high molecular weight nutrients such as amino acids 
and vitamins which cross cell membranes especially 
slowly. Conversely, it allows for ‘wash-out’ of large 
proteins such as cytokines and other regulatory 
molecules when their jobs are done. In the typical 
case of serious capillary leak, the interstitial fl uid 
volume can easily double from a normal value of 12–
24 L with a pressure increase in the interstitium of as 
little as +3 mmHg. The curve of increased interstitial 
fl uid volume versus interstitial pressure is roughly 
exponential, so that a positive interstitial pressure of 
6 mmHg could be expected to increase interstitial 
fl uid volume to as much as 50 L. Even in moderate 
oedema, the net result of this is ‘channelling’ of fl uid 
through paths of least resistance contributes to inad-
equate substrate delivery, ionic disturbances and 
accumulation of cytotoxins in the static pools of fl uid 
that end up surrounding a signifi cant fraction of a 
patient’s cells. The rivulets become rivers, bypassing 
most cells. Bacteria can move with ease into tissue 
spaces. The severity of the problem will not be appre-
ciated when only haemodynamic parameters and 
global measurements of physiological function 
such as lactate concentration, oxygen consumption 
are measured as indicators of the disease process. 
Oedema is therefore not benign. The increase in dif-
fusion distances for solute transfer further disturbs 
cellular homoeostasis in an already compromised 
patient. This may lead to a vicious positive feedback 
cycle that characterizes immune-infl ammatory 
mediated diseases.

Albumin is important for the vascular–interstitial 
fl uid balance in both health and disease. Studies of 
albumin kinetics during injury have shown lymph 
fl ow rate and albumin concentration in lymph 
decreases. In sepsis, there are indications that both 
the opening and closing of the lymphatic capillaries 
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and the peristaltic capability of the larger lymphatics 
are inhibited or abolished. Thus, oedema may impair 
the ability to organize lymphatic recruitment and 
it is not inconceivable that interstitial oedema may 
lead to cellular oedema. Oedema has its own positive 
feedback system. As more oedema forms and in-
creases the interstitial fl uid pressure, there comes a 
time when this pressure will act to compress the 
lymphatics and decrease lymph fl ow. In sick patients 
confi ned to bed and immobile, the lack of skeletal 
muscle compression will further lead to decreased 
lymph fl ow and hence favour further oedema 
formation.

This means that colloid and fl uid transport are 
greatly inhibited. Finally, signifi cant peripheral 
oedema in the setting of systemic injury such as sep-
sis is almost always accompanied by pulmonary 
oedema, because the safety factor against oedema in 
the lungs is much lower than it is in almost any other 
tissue. If the patient is bloated with fl uid peripherally 
then it is certain there is pulmonary oedema as well. 
In a 70-kg adult the pulmonary interstitial fl uid 
volume cannot increase by more than half without 
alveolar fl ooding starting to occur. This volume is on 
average <100 mL. Pulmonary oedema will invariably 
worsen gas exchange and hence oxgyen delivery to 
the microcirculation.

Conclusions

The microcirculation was, until recently, seen as a 
site of passive exchange governed primarily by the 
haemodynamics of the macrocirculation. Quite to 
the contrary, it is a site of complex control mecha-
nisms. Net fl uid transfer is driven by bulk fl ow. Meta-
bolic exchange is by diffusion which occurs along the 
full length of the capillary, depending on concentra-
tion gradients, but can be modulated by many 

factors. The microcirculation will in the future be the 
site of therapeutic intervention to alter the course of 
pathological states. These interventions will only 
arise if the physiology and molecular biology of 
microcirculatory function and control are 
elucidated.
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CHAPTER 17

Respiratory physiology at the 
molecular level
Andrew Lumb

Introduction

Non-respiratory functions of the lung and lung 
function tests are described in Chapters 18 and 28, 
respectively; this chapter aims to provide a review of 
some of the remaining topics in respiratory physio-
logy. Our understanding of lung mechanics and gas 
exchange has remained mostly unchanged for many 
years, and traditional physiological concepts are de-
scribed only briefl y here. Developments in molecu-
lar medicine have recently begun to be applied to 
respiratory physiology research, and have led either 
to further elucidation of the mechanisms underly-
ing some aspects of respiratory physiology or have 
caused us to challenge long-standing dogma about 
the way the respiratory system functions [1]. The 
topics covered in this chapter have been selected to 
illustrate how greater understanding of molecular 
interactions has impacted on our understanding of 
respiration.

Control of respiration

Breathing is controlled by groups of neurones in the 
medulla loosely referred to as the respiratory centre. 
The output from the respiratory centre is via two 
pools of neurones corresponding to inspiratory and 
expiratory muscle activity, and these neurones con-
stitute the primary motor neurones for the respi-
ratory muscles. Inspiratory muscles include the 
airway dilator muscles, external intercostals, scalene 
muscles and diaphragm, while the internal intercos-
tals and abdominal muscles are responsible for expi-
ration, and are only active when hyperventilating, 

for example during exercise or when breathing out 
against a resistance.

Central pattern generator
Within the respiratory centre there is a specialized 
group of neurones, collectively known as the central 
pattern generator (CPG) [2], that are responsible for 
initiating the respiratory rhythm. The CPG begins to 
initiate breathing activity, erratically at fi rst, in early 
pregnancy, but once established continues to do so 
for many decades. The origins of rhythmicity are dif-
ferent from the cardiac pacemaker, there being no 
individual cell responsible for initiating a breath. In-
stead, there are groups of interconnected neurones, 
each responsible for a different part of the respiratory 
cycle, corresponding approximately to inspiration, 
passive expiration and active expiration. Within 
each group, intrinsic membrane properties and 
excitatory and inhibitory effects on nearby neurones 
allow a series of ‘waves’ of neuronal activity to 
progress through the groups of neurones responsible 
for each phase of the respiratory cycle. For example, 
spontaneous activity in early inspiratory neurones 
causes excitatory activity on inspiratory augmenting 
neurones, which recruit further inspiratory neu-
rones causing a crescendo of inspiratory neurone 
activity, including those of the inspiratory motor 
neurone pool. Finally, the secretion of excitatory 
neurotransmitters reaches a high enough level to 
activate late-inspiratory neurones which in turn 
cause inhibition of the inspiratory augmenting neu-
rones and activate expiratory decrementing neu-
rones to reduce inspiratory muscle activity in a slow 
controlled manner to allow passive expiration. This 
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complex system is necessary to allow the infi nite 
variations that are required of the CPG, as described 
below. Within the CPG, glutamate acts as the 
main excitatory neurotransmitter with both γ-
aminobutyric acid (GABA) and glycine having 
inhibitory activity.

Respiratory centre connections
Many different factors infl uence the rate, depth 
and pattern of breathing, all of which must ultimate-
ly do so by acting on the neurones of the CPG. A wide 
variety of neuromodulators are involved [3], as sum-
marized in Figure 17.1. The exact role of these neu-
romodulators in normal human respiration remains 
unclear, but they are of undoubted relevance in both 
normal and abnormal breathing. For example, exog-
enous opioids are known to have a powerful effect 
in depressing breathing in humans, indicating the 
presence of opioid receptors in the respiratory cen-
tre, but administration of the opioid antagonist 
naloxone has no effect on breathing in resting nor-
mal subjects. Other neuromodulators include ace-
tylcholine, which acts via both muscarinic and 
nicotinic receptors to mediate the effect of central 
chemoreceptors on respiration (see below). Gluta-
mate acts as a neuromodulator via both N-methyl-D-
aspartate (NMDA) and non-NMDA receptors to 
mediate the pontine infl uence on the CPG and is also 
involved in the modulation of the respiratory pat-

tern by pulmonary stretch receptors and peripheral 
chemoreceptors. This diverse collection of neuro-
modulators probably all ultimately act via a common 
intracellular signalling pathway within CPG neu-
rones, involving protein kinases A and C that in turn 
infl uence the activity of GABA, glycine and glutama-
te linked potassium and chloride channels [4]. The 
presence in the CPG of receptors for these neuro-
modulators also explains why some drugs, particu-
larly opioids acting on µ-receptors, have such potent 
effects on breathing.

There are three physiological systems that infl u-
ence breathing: the central nervous system, periph-
eral nervous system and chemical control of 
breathing.

Central nervous system
The pons is anatomically close to the respiratory cen-
tre and has numerous neuronal connections with 
it, but the functional role of the pons has never 
been clearly elucidated. Pontine neurones fi ring in 
synchrony with different phases of respiration are 
known to exist, and are referred to as the pontine 
respiratory group (PRG). The PRG is no longer con-
sidered to be essential for the generation of the respi-
ratory rhythm, but does nevertheless infl uence the 
medullary respiratory neurones via a multisynaptic 
pathway contributing to fi ne control of the respira-
tory rhythm as, for example, in setting the lung 
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Figure 17.1 Central and peripheral 
connections to the respiratory centre, 
and the neurotransmitters and 
neuromodulators involved. Shaded 
boxes indicate functional neuronal 
groups and bold type represents 
infl uences on the central pattern 
generator. Substances involved in 
neurotransmission are shown with the 
most likely receptor subtype, in 
parentheses, if known. + indicates 
excitatory effect increasing respiratory 
activity; − indicates inhibitory activity 
decreasing respiration. Many of the 
connections shown may not be active 
during normal resting conditions.
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volume at which inspiration is terminated. There are 
many central neuronal pathways to the PRG, includ-
ing connections to the hypothalamus, the cortex and 
the nucleus tractus solitarius. It is now thought that 
the pons acts as a coordinator for the wide range of 
other central nervous system infl uences on the res-
piratory centre; for example, coughing, laughing, 
hiccups, sneezing and other expulsive efforts all 
require major alterations to respiratory centre 
function.

The cerebral cortex also infl uences breathing, 
probably acting via the pons. Considering what a 
vital function breathing is, it is surprising that we 
can, under conscious control, hold our breath for 
some minutes. Another more complex example of 
cortical control over breathing is for speech [5]. 
During prolonged conversation, respiratory rate 
and tidal volume must be maintained approximately 
normal to prevent biochemical disturbance. In 
addition, for speech to be easily understood, pauses 
to allow inspiration must occur at appropriate 
boundaries in the text; for example, between sen-
tences. To achieve this, the brain performs complex 
assessments of the forthcoming speech to select 
appropriate size breaths to prevent cumbersome 
interruptions. This is easier to achieve during 
reading aloud when 88% of breaths are taken at 
appropriate boundaries in the text, compared with 
only 63% during spontaneous speech.

Peripheral nervous input
A variety of receptors are present in the mucosa of 
the airway from the nasal cavity to the small bronchi 
[6]. These receptors provide information to the res-
piratory centre that infl uences breathing pattern, 
and are of three types:
1 Irritant receptors: respond to inhalation of poten-
tially toxic chemicals such as the constituents of ciga-
rette smoke or inhaled anaesthetics. Stimulation of 
irritant receptors in the upper airway results in 
cough, laryngeal closure and bronchoconstriction, 
while irritation of the lower airways may also cause 
hypertension, tachycardia and secretion of mucus.
2 Cold receptors: found superfi cially on the vocal 
folds. Activation generally results in depression of 
ventilation. The importance of this refl ex in adult 
humans is uncertain, but these receptors may pro-

duce bronchoconstriction in susceptible individuals.
3 Mechanoreceptors: found mostly above the larynx, 
particularly in the oropharynx, and respond to 
changes in transmural pressure. Stimulation occurs 
in response to negative airway pressures and results 
in increased pharyngeal dilator muscle activity, par-
ticularly during airway obstruction.

The lung parenchyma also contains numerous 
receptors that provide sensory input to the respira-
tory centre [6]. These receptors are relatively silent 
during normal breathing but are stimulated under 
various pathological conditions. Irritant receptors 
are found in the lung, with similar stimulants and ef-
fects to those already described for the airway above. 
They also respond to mediators and cytokines re-
leased following tissue damage, which results in ac-
cumulation of interstitial fl uid. For the control of 
breathing, the most important pulmonary receptors 
are the stretch receptors, which are sensitive to 
infl ation and defl ation of the lung. Slowly adapting 
stretch receptors (SARs) are found in the small 
airways rather than in the alveoli. Lung infl ation 
stimulates the SARs receptors, which are named 
‘slowly adapting’ because of their ability to maintain 
their fi ring rate when lung infl ation is maintained, 
thus acting as a form of lung volume sensor. Con-
versely, rapidly adapting stretch receptors (RARs) 
are located in the superfi cial mucosal layer, and are 
stimulated by changes in tidal volume, respiratory 
frequency or changes in lung compliance.

The refl exes associated with these pulmonary 
stretch receptors have attracted much attention since 
the associated infl ation and defl ation refl exes were 
described by Hering and Breuer in 1868. The infl a-
tion refl ex describes the inhibition of inspiration in 
response to an increased pulmonary pressure (as in 
sustained infl ation of the lung), but the signifi cance 
of the Hering–Breuer refl ex in humans is controver-
sial [7]. There appears to be an important species 
difference between laboratory animals, in which the 
refl ex is easy to demonstrate, and humans, in whom 
the refl ex is very weak. For example, patients have 
essentially normal ventilatory patterns after bilateral 
lung transplant, when both lungs must be totally 
denervated. Although the Hering–Breuer infl ation 
refl ex therefore appears to have minimal functional 
signifi cance in humans, its existence has been dem-
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onstrated in adults, and it is widely accepted as being 
present in neonates and infants.

Chemical control of breathing
Carbon dioxide (CO2) partial pressure in the blood 
has a major infl uence on breathing, controlling the 
normal arterial PCO2 within narrow limits despite 
wide physiological variations in CO2 production. The 
relationship between minute volume of ventilation 
and arterial PCO2 is linear, with an average slope of 
15 L/min/kPa, although there are wide interin-
dividual variations in the response, with some sub-
jects showing almost no response at all. Carbon 
dioxide infl uences breathing at the central chemore-
ceptors, which are located in the anterior medulla, 
just 0.2 mm below its surface. An elevation of arterial 
PCO2 causes an approximately equal rise of cerebro-
spinal fl uid (CSF), cerebral tissue and jugular venous 
PCO2. In the short term, and without change in CSF 
bicarbonate, a rise in CSF PCO2 causes a fall in CSF pH. 
The blood–brain barrier (operative between blood 
and CSF) is permeable to CO2 but not hydrogen ions, 
so CO2 crosses the barrier and hydrates to carbonic 
acid, which then ionizes to give a pH inversely pro-
portional to the log of the PCO2. A hydrogen ion sen-
sor is thus made to respond to PCO2. The mechanism 
by which a change in pH causes stimulation of chem-
oreceptor neurones is not fi rmly established, but it 
could clearly infl uence the action of an enzyme. Ace-
tylcholine (ACh) is the neuromodulator involved in 
the interaction between the central chemoreceptors 
and the CPG (Fig. 17.1) and its metabolism by 
cholinesterase is inhibited at decreased pH.

Although required less frequently, the ventilatory 
response to arterial hypoxaemia is also vital, repre-
senting a potentially life-saving refl ex. The acute 
phase of this response occurs within a few seconds of 
the onset of a reduced arterial PO2, and this response 
is non-linear, with ventilation being approximately 
doubled at an arterial PO2 of 8 kPa, and quadrupled at 
5 kPa. The response originates in the peripheral 
chemoreceptors that are located in the carotid bod-
ies. Reduced arterial PO2 (not reduced blood oxygen 
content) or hypoperfusion of the carotid bodies 
causes the glomus cells to release a variety of neuro-
transmitters that increase the fi ring rate in the 
carotid sinus nerves, which in turn release glutamate 

or substance P to stimulate the CPG. The molecular 
basis of this highly effi cient oxygen sensor has been 
the subject of much research, and several possible 
mechanisms are now suggested [8]. In glomus cells, 
arterial hypoxaemia causes a reduction in the 
intracellular level of adenosine triphosphate (ATP) 
at levels of PO2 that have little effect elsewhere in the 
body. In addition, in response to hypoxia there is a 
graded increase in intracellular calcium concen-
tration following its release from mitochondria. 
Calcium release is brought about by changes to mito-
chondrial membrane potassium channels, some of 
which are themselves directly sensitive to low PO2. 
However, many other mechanisms have also been 
shown to alter potassium channel function, includ-
ing activation by haem-based mitochondrial cyto-
chromes, NADPH+-oxidase enzyme systems, and the 
levels of reactive oxygen species found within the 
mitochondria, all of which are greatly infl uenced by 
changes in local PO2.

If arterial hypoxia is sustained for more than a few 
minutes, the ventilatory response subsides to a value 
just above normoxic levels, an observation referred 
to as hypoxic ventilatory decline (Fig. 17.2). The sen-
sitivity of the carotid bodies is unchanged, so the 
decline in ventilation must be mediated by a reduc-
tion in the response of the CPG to the sensory input 
from the carotid, and increased release of GABA is 
implicated [9]. With even more prolonged hypoxia 
(several hours), and isocapnic conditions, ventila-
tion again begins to increase (Fig. 17.2). However, if 
arterial PCO2 is not controlled (poikilocapnia), the 
reduced PCO2 caused by the continued small degree 
of hyperventilation exactly balances the effect of 
hypoxia and minute ventilation remains constant 
and slightly above normoxic levels. This response is 
believed to represent reduced sensitivity of the 
carotid bodies to hypoxia.

Lung compliance

If the chest cavity is opened or air allowed into the 
pleura, the lung contained within will contract until 
eventually all the contained air is expelled. In 
contrast, when the thoracic cage is opened it tends to 
expand to a volume approximately 1 L greater than 
functional residual capacity. Thus, in a relaxed 
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subject with an open airway and no air fl owing (e.g. 
at the end of expiration or inspiration), the inward 
elastic recoil of the lungs is exactly balanced by the 
outward recoil of the thoracic cage.

Lung compliance is defi ned as the change in lung 
volume per unit change in transmural pressure gra-
dient (i.e. between the alveolus and pleural space) 
and normal lungs have a compliance of 1.5 L/kPa 
(150 mL/cmH2O). The tendency of the lungs to con-
tract has two origins: the elastic nature of the lung 
tissue itself and the surface forces at the alveolar gas–
liquid interface. In both cases, the rate at which a 
change in lung volume occurs infl uences the elastic 
behaviour of the lungs.

Time dependency of pulmonary 
elastic behaviour
If lung tissue is rapidly infl ated and then held at the 
new volume, the infl ation pressure quickly falls from 
its initial value to a lower level that is attained after 
just a few seconds. This also occurs in the intact sub-
ject, and is readily observed during an inspiratory 
pause in a patient receiving artifi cial ventilation. It is 
broadly true to say that the volume change divided 
by the initial change in pressure corresponds to the 

dynamic compliance (measured during normal 
breathing), while the volume change divided by the 
ultimate change in pressure (measured after it has 
become steady) corresponds to the static compliance. 
Static compliance will thus be greater than the 
dynamic compliance by an amount determined by 
the degree of time dependence in the elastic behav-
iour of a particular lung.

There are many possible explanations of the time 
dependence of pulmonary elastic behaviour, the rel-
ative importance of which may vary in different 
circumstances.
• Surfactant activity (see below) is probably the 
most important cause of the observed time depen-
dent behaviour of the intact lung. The complex 
changes described below in the molecular confi g-
uration of surfactant that occur with changes in 
lung volume must take some time to become 
established.
• Stress relaxation is an inherent property of all 
elastic bodies. For example, if a spring is pulled out 
to a fi xed increase in its length, the resultant tension 
is maximal at fi rst and then declines exponentially 
to a constant value. Thoracic tissues display stress 
relaxation and these ‘viscoelastic’ properties contrib-
ute signifi cantly to the difference between static and 
dynamic compliance [10]. The crinkled structure of 
collagen in the lung is likely to favour stress relaxa-
tion and excised strips of human lung show stress 
relaxation when stretched.
• Redistribution of gas occurs between areas of lung 
with differing compliance or resistance when infl a-
tion pressure is held constant. This observation is 
traditionally described in terms of ‘fast’ and ‘slow’ 
alveoli (the term ‘alveoli’ here referring to functional 
units rather than the anatomical entity). The ‘fast’ 
alveolus has a low airway resistance and/or low 
compliance (or both) while the ‘slow’ alveolus has a 
high airway resistance and/or a high compliance. 
These properties mean that the fast alveoli are 
preferentially fi lled during a short infl ation. A slow 
or sustained infl ation permits increased distribution 
of gas to slow alveoli and so tends to distribute gas in 
accord with the compliance of the different func-
tional units. Extreme differences between fast and 
slow alveoli only occur in diseased lungs and gas 
redistribution is therefore unlikely to be a major 
factor in healthy subjects.
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Figure 17.2 Time course of the ventilatory response to 
sustained hypoxia (SaO2 ≈ 80%). When arterial PCO2 is 
maintained at normal levels (isocapnia) the response is 
triphasic with an initial acute hyperventilation, quickly 
followed by hypoxic ventilatory decline, and a fi nal 
increase in ventilation over several hours. When arterial 
PCO2 is not controlled (poikilocapnia) the magnitude of the 
response is damped because the hypoxia-induced 
hyperventilation reduces PCO2 and therefore respiratory 
drive.
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Surface forces in the lung
For many years it was thought that the recoil of the 
lung was due entirely to stretching of the yellow elas-
tin fi bres present in the lung tissue until, in 1929, von 
Neergaard showed that a lung completely fi lled with 
and immersed in water had an elastance that was 
much less than the normal value obtained when the 
lung was fi lled with air. He correctly concluded that 
much of the ‘elastic recoil’ was caused by surface ten-
sion acting throughout the vast air–water interface 
lining the alveoli.

Surface tension at an air–water interface produces 
forces that tend to reduce the area of the interface. 
Thus, the gas pressure within a bubble is always 
higher than the surrounding gas pressure because 
the surface of the bubble is in a state of tension. The 
pressure inside a bubble is higher than the surround-
ing pressure by an amount depending on the surface 
tension of the liquid and the radius of curvature of 
the bubble according to the Laplace equation: 

P
T

R
=

2

where P is the pressure within the bubble, T is the 
surface tension of the liquid and R is the radius of the 
bubble. Using this analogy, smaller alveoli would 
have a higher pressure within them and thus gas 
would tend to fl ow from smaller alveoli into larger 
alveoli and lungs would be unstable which, of course, 
is not the case. Similarly, the retractive forces of the 
alveolar lining fl uid would increase at low lung 
volumes, and tend to further empty the lung, and 
decrease at high lung volumes, tending to fi ll the 
lung, which is exactly the reverse of what is observed. 
These paradoxes were clear to von Neergaard who 
concluded that the surface tension of the alveolar 
lining fl uid must be considerably less than would be 
expected from the properties of simple liquids and 
that its value must be variable. These properties of 
alveolar lining fl uid are now known to result from 
the presence of surfactant.

Alveolar surfactant
The secretion of surfactant by type II alveolar cells 
[11,12], and its chemical nature, have been described 
elsewhere in this book (Chapter 18). To maintain the 
stability of alveoli, surfactant must alter the surface 
tension in the alveoli as their size varies with inspira-

tion and expiration. A simple explanation of how 
this occurs is that during expiration, as the surface 
area of the alveolus diminishes, the surfactant mole-
cules are packed more densely and so reduce surface 
tension to a greater degree. In reality, the situation is 
con siderably more complex, and at present poorly 
elucidated [13]. Surfactant phospholipid is known to 
exist in vivo in both monolayer and multilayer forms 
[12], and it is possible that in some areas of the alveoli 
the phospholipid alternates between these two forms 
as alveolar size changes during the respiratory 
cycle. This aspect of surfactant function is entirely 
dependent on the presence of SP-B, a small hydro-
phobic protein, which can be incorporated into a 
phospholipid monolayer, and SP-C, a larger protein 
with a hydrophobic central portion allowing it to 
span a lipid bilayer. When alveolar size reduces and 
the surface fi lm is compressed, SP-B molecules may 
be squeezed out of the lipid layer so changing its 
surface properties, while SP-C may serve to stabilize 
bilayers of lipid to act as a reservoir from which 
the surface fi lm may reform when alveolar size 
increases. 

Alternative models to explain lung recoil
Treating surfactant-lined alveoli as bubbles that obey 
Laplace’s law has aided the understanding of lung 
recoil in health and disease for many decades, but 
this simplistic approach is now being challenged 
[14]. Arguments against the so-called bubble model 
include the following:
• The air contained within alveoli is connected to 
the exterior by the air passages  —  a bubble cannot 
exist with a section of its side missing
• Differing surface tensions in adjacent alveoli theo-
retically cannot occur if the liquid lining the alveoli is 
connected by a continuous liquid layer, within which 
fl uid can fl ow
• When surfactant layers are compressed at 37°C, 
multilayered ‘rafts’ of dry surfactant form, although 
inclusion of surfactant proteins reduces this physico-
chemical change
• Alveoli are not shaped like perfect spheres with a 
single entrance point  —  they are variable polyhe-
drons with convex bulges in their walls where pul-
monary capillaries bulge into them.

Two very different alternative models have been 
proposed.

WEB_17.indd   245WEB_17.indd   245 7/5/2006   10:25:43 AM7/5/2006   10:25:43 AM



246   Chapter 17

Morphological model
For many years it has been suggested that the sur-
factant lining alveoli results in a ‘discontinuous’ liq-
uid lining [15]. Based on knowledge of the physical 
chemistry of surfactants, this model shows that sur-
factant phospholipids are adsorbed directly onto the 
epithelial cell surface so causing patches of the sur-
face to become less wettable, these patches being in-
terspersed with fl uid pools. Surface forces generated 
by the interaction between these ‘rafts’ of surfactant 
and the areas of liquid are theoretically large enough 
to maintain alveolar stability. The rafts of surfactant, 
several layers of phospholipid deep (Fig. 17.3), may 
form and disperse with each breath, their function 
almost certainly being dependent on SP-B and SP-C 
as described above.

Foam model
A more radically different model for the mainte-
nance of alveolar stability has been proposed by 
Scarpelli [16]. By maintaining tissue in a more natu-
ral state than previous studies, including keeping 
lung volume close to normal, he has described a ‘new 
anatomy’ for alveoli. Scarpelli’s fi ndings suggest 
that in vivo alveoli have bubble fi lms across their 
entrances, with similar lipid bilayer fi lms also exist-
ing across alveolar ducts and respiratory bronchioles 
(Fig. 17.4). In this model, each group of alveoli may 
be considered as a series of interconnected, but 
closed, bubbles so forming a stable ‘foam’. The bub-
ble fi lms are estimated to be less than 7 nm thick so 
will offer little resistance to gas diffusion, the normal 

mechanism by which gas movement occurs in a 
single pulmonary acinus.

More research is clearly needed to confi rm or re-
fute each of these models, but the well-established 
bubble model of alveolar recoil is no longer as uni-
versally accepted as previously.

Respiratory system resistance

When breathing takes place, the impedance to gas 
fl owing into and out of the lung must be overcome. 
This non-elastic resistance has three components:

Fluid

SP-C

FluidAlveolar epithelial cell

SP-B

Figure 17.3 Morphological model of 
surfactant function. Multilayered ‘rafts’ 
of surfactant are adsorbed directly onto 
the alveolar epithelium, interspersed 
with fl uid pools. Smaller globular SP-
B lies within a single lipid layer while 
the larger SP-C molecules span lipid 
bilayers, both proteins controlling 
the formation and dispersion of the 
surfactant rafts to modify the surface 
forces between the liquid and less 
wettable areas.

Surfactant

Figure 17.4 Schematic representation of the ‘foam’ 
model of alveolar structure [16]. Surfactant lines the 
alveoli, and forms fi lms that span both the alveolar 
openings and the alveolar ducts. Inset: detail of the 
surfactant layer showing connection between 
phospholipid monolayer and bilayer (not to scale).
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1 Frictional resistance to gas fl owing through the 
airways
2 Viscoelastic tissue resistance from deformation of 
lung and thoracic tissues
3 Inertia associated with the initiation of movement 
of gas and tissues.

These last two are of little signifi cance during nor-
mal breathing in a healthy subject, but may become 
important in disease states; for example, abnormali-
ties of the chest wall tissues may cause very high 
visco elastic resistance to gas fl ow, or inertia of respi-
ratory gases may become signifi cant during high fre-
quency ventilation.

Frictional resistance to gas fl ow in the airways is 
therefore the major cause of resistance during 
breathing. The resistance offered to gas fl ow through 
a tube depends on whether the fl ow is laminar, 
turbulent or a mixture of both. Flow in the nose, 
pharynx, larynx and large airways is turbulent, and 
so determined by the density of the inhaled gas and 
the fi fth power of the radius of the airway. As gas 
reaches more distal airways, its velocity decreases 
and fl ow becomes predominantly laminar, and is 
now determined by the viscosity of the gas and the 
fourth power of the radius of the airway. In both 
these types of fl ow, airway radius is by far the most 
important factor affecting resistance, and control of 
airway size is therefore the major physiological 
determinant of airway resistance.

Control of airway diameter
Passive changes in airway size
The trachea and main bronchi have U-shaped car-
tilage in their walls and are therefore almost 
impo ssible to narrow without applying substantial 
external pressures. Irregular-shaped sections of 
cartilage are present in the walls of airways from 
the main bronchi until the 11th generation from the 
trachea (small bronchi), again offering resistance to 
compression. Beyond this, in the respiratory bron-
chioles and alveolar ducts, the airways have no sup-
porting tissue in their walls and are held open only 
by the surrounding elastic tissue of the lung 
parenchyma. 

As a result, lung volume is a major determinant of 
airway resistance, this being a hyperbolic relation-
ship with airways resistance being maximal at 

residual volume and minimal at total lung capacity. 
At low lung volumes, airway size is reduced to such 
an extent that in some regions of lung airway closure 
occurs, leading to gas trapping in the alveoli beyond 
the closed airway, and signifi cant impairment of gas 
exchange. The lung volume at which this occurs is 
the closing capacity, and is usually mid-way between 
residual volume and functional residual capacity, 
but with increasing age the closing capacity increases 
and airway closure begins to occur in some regions of 
lung even in healthy subjects.

Reduced airway size and airway collapse may also 
occur with high air fl ows during expiration. A forced 
expiration will generate a positive intrathoracic 
pressure, and as air moves along the airways down 
its pressure gradient there will come a point at which 
the intrathoracic and airway pressure are equal, and 
the normal forces keeping the small airways open 
are lost. This phenomenon is much more likely to 
occur at low lung volumes when airway size is 
already reduced, and so can easily be demonstrated 
when a forced expiration to residual volume is 
performed.

Active control of airway size
There are four systems for controlling muscle tone in 
small bronchi and bronchioles:
1 Neural pathways [17] infl uence bronchomotor 
tone by three different nervous pathways:

• Parasympathetic nerves have a powerful bron-
choconstrictor effect and when activated can com-
pletely obliterate the lumen of small airways. Both 
afferent and efferent fi bres travel to the lung in the 
vagus nerve. Afferents arise from receptors in 
the bronchial epithelium and respond either to 
noxious stimuli in the airway or to cytokines 
released by cellular mechanisms such as mast cell 
degranulation. Efferent nerves release ACh, which 
acts at M3 muscarinic receptors to cause contrac-
tion of bronchial smooth muscle while also stimu-
lating M2 prejunctional muscarinic receptors to 
exert negative feedback on ACh release. A com-
plex series of second messengers is involved in 
bringing about smooth muscle contraction in 
response to ACh (see below). Stimulation of any 
part of the refl ex arc results in bronchoconstric-
tion. Some degree of resting tone is normally 
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present and may therefore permit some bron-
chodilatation when vagal tone is reduced in a 
similar fashion to vagal control of heart rate.
• Sympathetic nerves exist in the lung but are not 
yet proven to be of major importance in humans. 
It appears unlikely that there is any direct sympa-
thetic innervation of the airway smooth muscle, 
although there may be an inhibitory effect on 
cholinergic neurotransmission in some species.
• Non-adrenergic non-cholinergic (NANC) ner-
ves [18] provide a third system for autonomic con-
trol of the airway smooth muscle, and this system 
is the only potential bronchodilator nervous 
pathway in humans, although its exact role 
remains uncertain. The efferent fi bres run in the 
vagus nerve and pass to airway smooth muscle 
where they cause prolonged relaxation of bron-
chi. The neurotransmitter is vasoactive intestinal 
peptide (VIP), which produces airway smooth 
muscle relaxation by promoting the production of 
nitric oxide (NO) [19]. Resting airway tone in-
volves bronchodilation by NO, but whether this is 
from local cellular production of NO or NANC and 
VIP-mediated release of NO is not clear [13]. There 
is also a bronchoconstrictor part of the NANC sys-
tem [19], with important effects in airways dis-
ease, but the contribution of this system to normal 
airway tone is unknown.

2 Humoral control also occurs in normal lung [20]. 
Despite the minimal signifi cance of sympathetic 
innervation, bronchial smooth muscle has plentiful 
β2-adrenergic receptors, which are highly sensitive 
to circulating adrenaline, and act via complex 
second messenger systems (see below). Basal levels 
of adrenaline probably do not contribute to bronchi-
al muscle tone, but this mechanism is brought into 
play during exercise or during the sympathetic ‘stress 
response’.
3 Direct physical and chemical stimulation of the 
respiratory epithelium activates the parasympath-
etic refl ex described above causing bronchocon-
striction. Activation of the bronchoconstrictor path 
of the NANC system may also play a part. Physical 
factors known to produce bronchoconstriction 
include mechanical stimulation of the upper air 
passages by laryngoscopy and the presence of foreign 
bodies in the trachea or bronchi. Inhalation of 

par ticulate matter, an aerosol of water or just cold air 
may cause bronchoconstriction, the latter being used 
as a simple provocation test. Many chemical stimuli 
result in bronchoconstriction including liquids with 
low pH such as gastric acid, and gases such as sulphur 
dioxide, ammonia, ozone and nitrogen dioxide.
4 Local cellular mechanisms involve infl ammatory 
cells in the lung such as mast cells, eosinophils, 
neutrophils, macrophages and lymphocytes. These 
infl ammatory cells are stimulated by a variety of 
pathogens, but some may also be activated by the 
direct physical factors described in the previous 
paragraph. Once activated, cytokine production 
causes amplifi cation of the response, and a variety of 
mediators are released that can cause bronchocon-
striction (Table 17.1) [21]. These mediators are 
produced in normal individuals, but patients with 
airway disease are usually ‘hyper-responsive’ and so 
develop symptoms of bronchospasm more easily.

Molecular mechanisms controlling airway 
smooth muscle
The prevalence of asthma has now reached dramatic 
proportions in many areas of the world and the 
disease now affects 15–30% of children in developed 
countries [22]. With so many patients affected, the 
search for new and more effi cacious bronchodilator 
drugs has led to huge efforts to elucidate the molecu-
lar mechanisms of airway smooth muscle contrac-
tion. Three main receptors exist in the airway, and all 
have been targeted for therapeutic effects.

Acetylcholine receptor
Stimulation of M3 ACh receptors activates a G-
protein, characterized as Gq. This in turn activates 
phospholipase C to stimulate the production of 
inositol triphosphate (IP3), which then binds to sar-
coplasmic reticulum receptors causing release of 
calcium from intracellular stores. The elevation of 
intracellular calcium activates myosin light chain ki-
nase, which phosphorylates part of the myosin chain 
to activate myosin ATPase and initiate cross-bridging 
between actin and myosin [21]. IP3 is converted into 
the inactive inositol diphosphate by IP3 kinase. Tach-
ykinin, histamine and leukotriene receptors respon-
sible for bronchoconstriction from other mediators 
(Table 17.1) act by a very similar mechanism, being 
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linked to G-protein–phospholipase C complexes, 
which lead to IP3 formation.

Anticholinergic drugs used in the airway are 
classifi ed into short-acting (e.g. ipratropium) or 
long-acting (e.g. tiotropium) types. These drugs have 
similar binding affi nities for both prejunctional 
inhibitory M2 and postjunctional M3 receptors, giv-
ing rise to opposing effects on the degree of stimula-
tion of airway smooth muscle. Differences in relative 
numbers of M2 and M3 receptors between individu-
als and in different disease states [17] will therefore 
explain the variability in response seen with inhaled 
anticholinergic drugs. Tiotropium, a recently intro-
duced anticholinergic, has a long duration of thera-
peutic effect because of faster dissociation of the drug 
from M2 compared with M3 receptors, leaving only 
the M3 receptors antagonized.

b2-Adrenoreceptor
The molecular basis of the functional characteristics 
of the β2-adrenoceptor are now clearly elucidated 
[23]. It contains 413 amino acids and has seven 
transmembrane helices (Fig. 17.5). The agonist 
binding site is within this hydrophobic core of the 
protein, which sits within the lipid bilayer of the 
cell membrane. Receptors exist in either activated 
or inactivated form, the former state occurring 

when the third intracellular loop is bound to guanos-
ine triphosphate (GTP) and the α subunit of the Gs-
protein. β2-Receptor agonists probably do not induce 
a signifi cant conformational change in the protein 
structure but simply stabilize the activated form, 
allowing this to predominate.

Activation of the G-protein by the β2-receptor in 
turn activates adenylate cyclase to convert ATP to 
cyclic adenosine monophosphate (cAMP) [23]. 
cAMP causes relaxation of the muscle cell by inhibi-
tion of calcium release from intracellular stores and 
probably also activates protein kinase A to phospho-
rylate some of the regulatory proteins involved in 
the actin–myosin interaction.

Two β2-receptor genes are present in humans, 
with a total of 13 polymorphisms described, giving 
rise to a large number of possible phenotypes. 
Studies of these phenotypes are at an early stage, but 
some genetic differences have been shown to be 
associated with worse nocturnal falls in peak fl ow 
and varying degrees of receptor desensitization by 
β2-agonists [23].

Currently available inhaled β2-adrenoceptor ago-
nists are highly specifi c for the β2-receptors, with car-
diac (β1) effects only occurring at very high doses. 
Recent developments have involved the introduc-
tion of long-acting β2-agonists (e.g. salmeterol). 

Table 17.1 Mediators involved in alteration of bronchial smooth muscle tone during airway infl ammation.

 Bronchoconstriction  Bronchodilatation

Source Mediator Receptor Mediator Receptor

Mast cells & other  Histamine H1 Prostaglandin E2 EP
pro-infl ammatory cells Prostaglandin D2 TP Prostacyclin (PGI2) EP
 Prostaglandin F2α TP
 Leukotrienes C4 D4 E4 CysLT1

 PAF PAF
 Bradykinin B2

C-fi bres (e-NANC) Substance P NK2

 Neurokinin A NK2

 CGRP CGRP

Endothelial and epithelial Endothelin ETB

cells

CGRP, calcitonin gene-related peptide; e-NANC, excitatory non-adrenergic non-cholinergic; PAF, platelet activating factor.
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These drugs are more lipophilic than the shorter 
acting drugs and so form a depot in the lipid bilayer 
from which they can repeatedly interact with the 
binding site of the receptor, producing a much longer 
duration of action than hydrophilic drugs. The thera-
peutic effect of β2-agonists is more complex than 
simple relaxation of airway smooth muscle as they 
are also known to inhibit the secretion of infl amma-
tory cytokines and most of the bronchoconstrictor 
mediators shown in Table 17.1.

After its production following β2-receptor stimu-
lation, cAMP is rapidly hydrolysed by the intracellu-
lar enzyme phosphodiesterase (PDE), inhibition of 
which will therefore prolong the smooth muscle 
relaxant effect of β2-receptor stimulation. Seven 
subgroups of PDE have now been identifi ed, with 
subgroups PDE3 and PDE4 occurring in airway 
smooth muscle, but the PDE inhibitors currently 
used in asthma, such as theophylline, are non-
specifi c for the different subgroups [21]. This lack of 
specifi city of currently used PDE inhibitors also 
accounts for their wide ranging side-effects, which 
continue to limit their therapeutic use.

There are now believed to be many molecular 
interactions between the IP3 and cAMP signalling 
pathways. Activation of phospholipase C by protein 
Gq also liberates intracellular diacylglycerol which 
activates another membrane-bound enzyme, pro-
tein kinase C. This enzyme is able to phosphorylate a 
variety of proteins including G-proteins and the β2-
receptor itself (Fig. 17.5) causing uncoupling of the 

receptor from the G-protein and down-regulation of 
the transduction pathway [21,23].

Receptors for arachidonic acid derivatives
Infl ammatory mediators released in the airway 
stimulate phospholipase A2 to produce arachidonic 
acid from the lipids of the nuclear membrane [24]. 
Arachidonic acid may then enter either the cyclo-
oxygenase pathway, producing a variety of prosta-
glandins, or the lipo-oxygenase pathway, producing 
leukotrienes. These mediators are mostly broncho-
constrictors, although some prostaglandins can 
cause bronchodilatation (Table 17.1).

Even in non-asthmatic individuals, leukotrienes 
are potent bronchoconstrictors, so the therapeutic 
potential of leukotriene antagonists has been exten-
sively investigated. In the lung, leukotrienes all act 
via a single receptor (CysLT1) on airway smooth 
muscle cells to cause contraction via the G-protein–
IP3 system described above. Leukotrienes have a 
wide range of activities apart from bronchoconstric-
tion, in particular amplifi cation of the infl ammatory 
response by chemotaxis of eosinophils.

The opposing effects of prostaglandins on bron-
chial smooth muscle mean that drugs that block 
bronchoconstrictor effects induced by this pathway 
must be very receptor-specifi c, and appropriate 
agents have not been developed. Inhibition of pros-
taglandin production by non-specifi c inhibitors of 
cyclo-oxygenase (COX) has harmful effects in some 
asthmatic patients, with aspirin, and the closely 
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Figure 17.5 Molecular mechanisms of 
β2-adrenoceptor action. The receptor 
exists in activated and inactivated states 
according to whether or not the α 
subunit of the G-protein is bound to 
adenyl cyclase (AC). The agonist binds 
to the third and fi fth transmembrane 
domains within the lipid bilayer, and 
by doing so stabilizes the receptor G-
protein complex in the activated state. 
The intracellular C-terminal region of 
the protein (shaded) is the area of the 
receptor that is susceptible to 
phosphorylation by intracellular 
kinases, causing inactivation and 
down-regulation of the receptor.
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related non-steroidal anti-infl ammatory drugs, 
sometimes causing bronchospasm in asthma pa-
tients, referred to as aspirin-induced asthma (AIA) 
[25]. Based on patient history alone, only 2.7% of 
asthma patients report wheezing in response to aspi-
rin, but when provocation with oral aspirin is carried 
out, 21% of patients develop a reduction in forced 
expiratory volumes [26]. Inhibiting the COX path-
way in the airway will reduce synthesis of the bron-
chodilator prostaglandin PGE2, so potentially causing 
bronchospasm. Reduced synthesis of PGE2 cannot 
alone account for AIA; patients with AIA also have 
increased production of leukotriene E4 (LTE4), a 
potent bronchoconstrictor. This effect on the lipo-
oxygenase pathway is not mediated by aspirin itself, 
and possibly results from loss of inhibition of lipo-
oxygenase by PGE2. Genetic polymorphisms for the 
enzymes involved in leukotriene production may 
explain why some patients are aspirin sensitive [27]. 
Multiple isoforms of COX exist: COX-1 seems to be 
responsible for most cases of AIA, so the recently 
introduced COX-2 inhibitors should be safe for use in 
AIA patients [25].

Oxygen and carbon dioxide carriage 
in the red blood cell

At a very basic level, the carriage of oxygen by hae-
moglobin in the red blood cell (RBC) and the carriage 
of CO2 as bicarbonate ion in the blood may be consid-
ered as two separate physiological processes. Chris-
tian Bohr, in 1904, was the fi rst to demonstrate a 
connection between the two processes when he 
demonstrated that the CO2 concentration of blood 
affected the reaction between haemoglobin and ox-
ygen. Better understanding of protein function at 
the molecular level has demonstrated that CO2 and 
oxygen transport processes are linked much more 
closely than the simple Bohr effect. 

Carriage of carbon dioxide
Blood contains approximately 50 mL/dL of CO2, 
with three systems contributing to its transport. The 
fi rst of these involves CO2 being physically dissolved 
in the blood. The solubility of CO2 in blood is affected 
by temperature, but at 37°C there is approximately 
2.5 mL/dL carried in this form.

Carbamino carriage of carbon dioxide
This describes CO2 combining with uncharged amino 
groups found in proteins. The only amino groups in a 
protein that are free to bind CO2 are the one terminal 
amino group in each protein chain and the side chain 
amino groups of lysine and arginine. Because both 
hydrogen ions and CO2 compete to react with 
uncharged amino groups, the ability to combine 
with CO2 is markedly pH dependent. Only very small 
quantities of CO2 are carried in carbamino com-
pounds with plasma protein. Almost all is carried by 
haemoglobin, and deoxyhaemoglobin is approxi-
mately 3.5 times as effective as oxyhaemoglobin, this 
being a major component of the Haldane effect. The 
Haldane effect is the difference in the quantity of CO2 
carried, at constant PCO2, in oxygenated and deoxy-
genated blood. Although the amount of CO2 carried 
in the blood by carbamino carriage is small, the differ-
ence between the amount carried in venous and arte-
rial blood is approximately one-third of the total 
arterial–venous difference. This therefore accounts 
for the major part of the Haldane effect, the remain-
der being due to the increased buffering capacity of 
reduced haemoglobin, which is described below.

Transport of carbon dioxide as bicarbonate
Hydration of CO2 to form carbonic acid and its 
subsequent dissociation to bicarbonate ions are 
crucial reactions for transporting CO2. The fi rst of 
these reactions is slow, requiring some minutes for 
equilibrium to be reached, which is far too slow for 
the time available for gas exchange in pulmonary 
and systemic capillaries if the reaction were not cata-
lysed in both directions by the enzyme carbonic an-
hydrase (CA). The enzyme exists as seven isozymes 
of which two are involved in blood CO2 transport. 
Red blood cells contain large amounts of CA II, one of 
the fastest enzymes known, while CA IV is a mem-
brane-bound isozyme present in pulmonary capil-
laries. Carbonic anhydrase is a zinc-containing 
enzyme of low molecular weight, and there is now 
extensive knowledge of the molecular mechanisms 
of CA [28]. First, the zinc atom hydrolyses water to a 
reactive Zn–OH− species, while a nearby histidine 
residue acts as a ‘proton shuttle’, removing the H+ 
from the metal-ion centre and transferring it to any 
buffer molecules near the enzyme. Carbon dioxide 
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then combines with the Zn–OH− species and the 
HCO3

− formed rapidly dissociates from the zinc atom. 
The maximal rate of catalysis is determined by the 
buffering power in the vicinity of the enzyme, as the 
speed of the enzyme reactions are so fast that its ki-
netics are determined mostly by the ability of the sur-
rounding buffers to provide/remove H+ ions to or 
from the enzyme. Carbonic anhydrase is inhibited by 
a large number of compounds of which acetazola-
mide is the most well known. Acetazolamide is non-
specifi c for the different CA isozymes and has been 
used extensively in the study of carbonic anhydrase, 
and has revealed the surprising fact that it is not es-
sential to life. The quantity and effi ciency of RBC CA 
is such that more than 98% of activity must be 
blocked before there is any discernable change in 
CO2 transport, although when total inhibition is 
achieved, PCO2 gradients between tissues and alveo-
lar gas are increased, pulmonary ventilation is in-
creased and alveolar PCO2 is decreased.

There is no CA activity in plasma, so the produc-
tion of bicarbonate occurs within the RBC. For 
the CA to function effectively, the H+ ions produced 
must be quickly removed from the active site of the 
enzyme by buffering. Proteins are generally ineffi -
cient buffers, with most of the possible reactions oc-
curring only at pH values far removed from the 
physiologi-cal range. Histidine residues, with their 
imidazole side chains, have buffering power at nor-
mal blood pH, and haemoglobin contains numerous 
histidine groups in all four of its constituent chains. 
The change in conformational state of haemoglobin 
that occurs when binding or releasing oxygen (see 
below) signifi cantly changes the buffering capacity 
of the histidine such that better buffering occurs in 
deoxygenated blood, allowing greater CO2 carriage.

Hamburger shift and the band 3 protein
Apart from rapid buffering of H+ ions, effi cient CA 
function also requires the bicarbonate to be removed 
from the vicinity of the CA. In the RBC this is achieved 
by actively exporting bicarbonate ions out of the cell 
into the plasma, in exchange for chloride ions to 
maintain electrical neutrality across the RBC mem-
brane. This ionic exchange was fi rst suggested by 
Hamburger in 1918, and believed to be a passive 
process. It is now known to be facilitated by a com-

plex membrane-bound protein that has been exten-
sively studied and named band 3 after its position on 
a gel electrophoresis plate [29,30]. Band 3 exchanges 
bicarbonate and chloride ions by a ‘ping-pong’ 
mechanism in which one ion fi rst moves out of the 
RBC before the other ion moves inwards, in contrast 
to most other ion pumps, which simultaneously 
exchange the two ions (Fig. 17.6). Band 3 is also 
closely associated with carbonic anhydrase, and 
the protein complex formed is believed to act as a 
metabolon, a term describing the channelling of a 
substrate directly between proteins that catalyse 
sequential reactions in a metabolic pathway [29]. In 
this case the substrate is bicarbonate, which, after its 
formation by CA, is transferred directly to band 3, 
which rapidly exports it from the cell.

Carriage of oxygen
As for CO2, oxygen is carried in blood in simple solu-
tion. At 37°C, there is 0.0225 mL/dL/kPa oxygen 
dissolved, which equates to 0.25 mL/dL at normal 
arterial PO2, or less than 1% of total oxygen carriage. 
The remainder is carried in combination with 
haemoglobin.

Molecular basis of haemoglobin function 
In the most common type of adult human haemo-
globin (HbA) there are four protein chains, two α-
chains and two β-chains, each of which binds to a 
haem group via one of the numerous histidine 
residues found in haemoglobin [31,32].

The four chains of the haemoglobin molecule lie in 
a ball like a crumpled necklace. However, the form 
is not as random as this analogy suggests, and the 
actual shape (the quaternary structure) is of critical 
importance and governs the reaction with oxygen. 
The shape is maintained by loose electrostatic bonds 
between specifi c amino acids on different chains 
and also between some amino acids on the same 
chain. One consequence of these bonds is that the 
haem groups lie in crevices formed by electrostatic 
bonds between the haem groups and histidine resi-
dues, other than those to which they are attached by 
normal valency linkages. For example, in the α-
chain the haem group is attached to the iron atom, 
which is bound to the histidine residue in position 
87. However, the haem group is also attached by an 
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electrostatic bond to the histidine residue in position 
58 and also by non-polar bonds to many other amino 
acids. This forms a loop in the protein chain and plac-
es the haem group in a crevice, the shape of which 
controls the ease of access for oxygen molecules.

In deoxyhaemoglobin, the electrostatic bonds 
within and between the protein chains are stronger, 
holding the haemoglobin molecule in a tense (T) 
conformation, in which the molecule has a relatively 
low affi nity for oxygen. In oxyhaemoglobin, the 
electrostatic bonds are weaker, and the haemoglobin 
adopts its relaxed (R) state, in which the crevices 
containing the haem groups can open and bind oxy-
gen, and the molecule’s affi nity for oxygen becomes 
500 times greater than in the T state. Binding of oxy-
gen to just one of the four protein chains induces a 
conformational change in the whole haemoglobin 
molecule, which increases the affi nity of the other 
protein chains for oxygen. This ‘cooperativity’ 
between oxygen binding sites is fundamental to 
the physiological role of haemoglobin, and affects 
the kinetics of the reaction between haemoglobin 
and oxygen, giving rise to the well-known S-shaped 
dissociation curve. The conformational state (R or T) 
of the haemoglobin molecule is also altered by other 
factors that infl uence the strength of the electrosta-

tic bonds; such factors include CO2, pH and 
temperature.

The Bohr effect describes the alteration in haemo-
globin oxygen affi nity that arises from changes in 
hydrogen ion or CO2 concentrations, and is generally 
considered in terms of its infl uence upon the dissoci-
ation curve. Changes in pH affect the numerous 
electrostatic bonds that maintain the quaternary 
structure of haemoglobin, and so stabilizes the mole-
cule in the T conformation, reducing its affi nity for 
oxygen. Similarly, CO2 binds to the N-terminal 
amino acid residues of the α-chain to form carbami-
nohaemoglobin (see above), and this small altera-
tion in the function of the protein chains stabilizes 
the T conformation and facilitates release of the 
oxygen molecule from haemoglobin.

Conversely, the Haldane effect describes the 
smaller amount of CO2 that can be carried in 
oxygenated blood compared with deoxygenated 
blood. Crystallographic studies have shown that in 
deoxyhaemoglobin the histidine in position 146 of 
the β-chain is loosely bonded to the aspartine residue 
at position 94, and that when haemoglobin binds 
oxygen and changes to the R conformation the 
histidine 146 moves 1 nm further away from the as-
partine, which is suffi cient distance to change its pK 
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Figure 17.6 Proteins associated with band 3 in the red 
blood cell membrane. Band 3 has 12 trans-membrane 
domains forming the bicarbonate–chloride exchange ion 
channel, and four globular cytoplasmic domains (a–d), 
each of which is associated with different groups of 
intracellular proteins. a, Ankyrin and spectrin, to maintain 

and possibly alter red cell shape; b, carbonic anhydrase, 
with which band 3 acts as a metabolon to directly 
transfer bicarbonate ions into and out of the red cell; c, 
haemoglobin, with which band 3 may act as a metabolon 
to export nitric oxide; d, glycolytic enzymes  —  the 
functional signifi cance of this association is unknown.
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value [33]. Once again, this small change in one area 
of the β-chain has widespread effects on electrostatic 
bonds throughout the molecule, changing the qua-
ternary structure of the entire molecule and altering 
its ability to buffer hydrogen ions and form carbami-
no compounds with CO2.

Haemoglobin and nitric oxide
It has been known for some time that NO binds to 
haemoglobin very rapidly, and this observation is 
fundamental to its therapeutic use when inhaled NO 
exerts its effects in the pulmonary vasculature but 
is inactivated by binding to haemoglobin before it 
reaches the systemic circulation [34,35]. There are 
two quite separate chemical reactions between NO 
and the haemoglobin molecule [36]:
1 NO binds to the haem moiety of each haemoglobin 
chain, but the resulting reaction differs with the state 
of oxygenation. For deoxyhaemoglobin, in the T 
conformation, a fairly stable Hb–NO complex is 
rapidly formed, which has little vasodilator activity, 
while for oxyhaemoglobin, in the R conformation, 
the oxygen is displaced by NO and in doing so the 
iron atom is oxidized to methaemoglobin and a 
nitrate ion produced:

Hb [Fe2+] + NO → Hb [Fe2+] NO

or

Hb [Fe2+] O2 + NO → Hb [Fe3+] + NO3
−

These reactions are so rapid that there is doubt that 
endogenous NO itself can exert any effects within 
blood (e.g. on platelets) before being bound by 
haemoglobin, and must therefore act via an inter-
mediate substance.
2 Nitric oxide is also known to form stable 
compounds with sulphydryl groups termed S-
nitrosothiols, this reaction occurring with sulphur-
containing amino acid residues within proteins. 
Nitrosothiols retain biological activity as vasodilators 
and can survive for longer than free NO within the 
blood vessels. NO forms a nitrosothiol group with the 
cysteine residue at position 93 on the haemoglobin 
β-chains, producing S-nitrosohaemoglobin (SNO-
Hb). As a result of conformational changes in hae-
moglobin the reaction is faster with R-state 
oxyhaemoglobin and under alkaline conditions 
[36].

Thus, in vivo NO in arterial blood is predominantly 
in the form of SNO-Hb, while in venous blood haem 
bound HbNO predominates. It has been proposed 
that as haemoglobin passes through the pulmonary 
capillary, changes in oxygenation, PCO2 and pH drive 
the change from the deoxygenated T conformation 
to the oxygenated R conformation, and this change 
in quaternary structure of haemoglobin causes the 
intramolecular transfer of NO from the haem to 
cysteine bound positions. In the peripheral capil-
laries, the opposite sequence of events occurs, which 
encourages release of NO from the RSNO group, 
where it may again bind to the haem group, or be 
released from the RBC to act as a local vasodilator, 
effectively improving fl ow to vessels with the great-
est demand for oxygen [37]. Export of NO activity 
from the RBC is believed to occur via a complex 
mechanism. Deoxygenated T conformation haemo-
globin binds to one of the cytoplasmic domains of 
the RBC transmembrane band 3 protein (Fig. 17.6), 
which may again act as a metabolon and directly 
transfer the NO, via a series of nitrosothiol reactions, 
to the outside of the cell membrane where it can 
exert its vasodilator activity. The biological implica-
tions of this series of events are yet to be determined. 
The suggestion that haemoglobin is acting as a nitric 
oxide carrier to regulate capillary blood fl ow and 
oxygen release from the RBC represents a funda-
mental advance in our understanding of the delivery 
of oxygen to tissues [34,35].

The RBC membrane and oxygen carriage
For oxygen to transfer from the alveolus to the 
haemoglobin within the RBC it must diffuse across 
multiple barriers:
• Alveolar lining fl uid: including the complex 
arrangements of fl uid pools and varying thickness 
layers of surfactant described above.
• Tissue barrier: which includes the alveolar 
epithelial cell, its basement membrane, the intersti-
tial space and the pulmonary capillary endothelium. 
In the region where alveolar capillaries are in close 
proximity to the alveoli, these structures are all very 
thin, presenting an overall thickness of approxi-
mately 0.5 µm.
• Plasma layer: human pulmonary capillaries have a 
mean thickness of 7 µm, so to reach the middle of the 
capillary oxygen must diffuse 3.5 µm, or seven times 
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further than the tissue barrier. Alveolar lining fl uid 
and the tissue barrier therefore offer little resistance 
to diffusion in comparison with the long and slow 
diffusion path through plasma.
• Diffusion into and within the RBC [38]: confi ning 
haemoglobin within the RBC reduces oxygen up-
take by haemoglobin by 40% in comparison with 
free haemoglobin solution. There are three possible 
explanations for this observation. First, the rapid 
uptake of O2 by RBCs causes depletion of gas in the 
plasma layer immediately surrounding the RBC. 
Referred to as the ‘unstirred layer’, this phenomenon 
is most likely to occur at low packed cell volume 
when adjacent RBCs in the pulmonary capillary 
have more plasma between them [39]. Secondly, 
oxygen must diffuse across the RBC membrane, 
although this is not normally believed to be a sig-
nifi cant diffusion barrier. Thirdly, once in the cell, 
oxygen must diffuse through a varying amount 
of intracellular fl uid before combining with hae-
moglobin, a process that is aided by mass movement 
of the haemoglobin molecules caused by the defor-
mation of the RBC as it passes through the capillary 
bed, in effect ‘mixing’ the oxygen with the 
haemoglobin.

Red blood cells change shape as they pass through 
capillaries (both pulmonary and systemic) and this 
has an important role in the uptake and release of 
oxygen [38]. The dependence of diffusing capacity 
on RBC shape changes may result from reducing the 
unstirred layer by ‘mixing’ the plasma around the 
RBC, from changes in the cell membrane surface 
area to RBC volume ratio or from assisting the mass 
movement of haemoglobin within the cell. This has 
led to further studies in which the deformability of 
RBCs is reduced (using chlorpromazine) or increased 
(using sodium salicylate), which have demonstrated 
that diffusing capacity is increased with greater RBC 
deformability [39]. Of more clinical signifi cance are 
recent studies of the effect of plasma cholesterol on 
RBC function [40]. Elevated cholesterol concentra-
tion in the plasma causes increased cholesterol in the 
RBC membrane, a change that is known to make 
the membrane thicker and less deformable, both of 
which lead to reduced effi ciency of diffusion across 
the membrane. Oxygen uptake by RBCs in the lung, 
and its release in the tissues, are both believed to be 
signifi cantly impaired by hypercholesterolaemia, 

particularly in tissues with high oxygen extraction 
ratios such as the heart.

Furthermore, studies of the band 3 RBC mem-
brane, described above in relation to CO2 carriage 
and the transfer of nitric oxide activity, suggest yet 
another role for this protein in facilitating oxygen 
carriage by altering RBC cytoskeleton function (Fig. 
17.6). The cytoplasmic domain of band 3 acts as an 
anchoring site for many of the proteins involved in 
the maintenance of cell shape and membrane stabili-
ty such as ankyrin and spectrin. A genetically engi-
neered defi ciency of band 3 in animals results 
in small, fragile, spherical RBCs [41]. This associa-
tion between band 3 and the RBC cytoskeleton raises 
the intriguing possibility that changes in CO2 or oxy-
gen tension occurring in pulmonary or systemic 
capillaries could alter red cell shape or deformability. 
This would allow more of the red cell membrane to 
make contact with the capillary wall and so facilitate 
rapid gas exchange without the need for diffusion 
across the plasma layer. 
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CHAPTER 18

Non-respiratory functions of the lung
Andrew Lumb and Susan Walwyn

Introduction

For over 1400 years, the writings of Galen described 
the lungs as having two principal functions: to act as 
a protective sponge to cushion the heart and to cool 
the heart, which was believed to be the source of the 
body’s innate heat [1]. In the 17th century, a group 
of physiologists from Oxford, who founded the Royal 
Society of London, used a series of scientifi c experi-
ments to demonstrate that the lung was responsible 
for transferring gases to and from the blood as it 
passed through the lung tissue. A relatively short 
time later, advances in the new science of chemistry 
led to the discovery of oxygen, carbon dioxide and 
nitrogen, and improved understanding of the pri-
mary role of the lungs as organs of gas exchange.

Over the years, other functions of the lungs have 
emerged. As a fi lter of inhaled substances it has a 
large surface area of respiratory epithelium, which is 
well designed to remove or inactivate the enormous 
range of pathogens, particles and gases that enter the 
lung during normal breathing. The airway lining also 
humidifi es the gas entering the lungs to reduce dam-
age to the delicate, thin alveolar cells that facilitate 
gas exchange. The pulmonary circulation receives 
almost the whole of the cardiac output and is thus 
well suited to act as a safety net, fi ltering any venous 
emboli to prevent them gaining access to the arterial 
circulation. Finally, the endothelial lining of the pul-
monary circulation is metabolically active, having a 
variety of metabolic and endocrine roles, and, as 
a consequence, affecting the pharmacokinetics of 
some drugs.

Respiratory epithelium

To facilitate effi cient gas exchange, the barrier 
between alveolar gas and the pulmonary capillary 
blood has a large surface area and is extremely thin, 
and so offers a huge potential for the ingress of harm-
ful substances into the body’s tightly regulated inter-
nal milieu. Before inspired air reaches the alveoli it 
must be humidifi ed, and airborne particles, patho-
gens and irritant chemicals removed. These tasks are 
undertaken by the respiratory epithelium. Before 
considering in detail how these functions are carried 
out, it is helpful to consider the cellular components 
found lining the airways.

Cell types 
Ciliated columnar cells
These ciliated cells are the most abundant cell type in 
the respiratory epithelium [2]. In the nose, pharynx 
and larger airways the epithelial cells are pseudo-
stratifi ed, gradually changing to a single layer of co-
lumnar cells in bronchi, cuboidal cells in bronchioles, 
and fi nally thinning further to merge with the type I 
alveolar epithelial cells. They are differentiated from 
either basal or secretory cells (see below) and are 
characterized by the presence of approximately 300 
cilia per cell. The movement of cilial action is towards 
the trachea. Cilial beat frequency is 12–14 beats per 
second and can be affected by pollutants, smoke, an-
aesthetic agents and infection. The cilia are thought 
to beat by a relative shift in the skeletal tubules as 
they slide over one another. The recovery stroke 
involves a slow whip-like return to the normal 
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position. Cilia have been extensively studied as they 
freeze for up to a month without any hindrance in 
functional recovery. The presence of numerous 
mitochondria within these cells is a feature of their 
high metabolic rate, with large amounts of energy 
being required for the activity of cilia and for the 
active control of airway surface liquid volume and 
composition (see below). 

Goblet cells
These are differentiated columnar epithelial cells 
containing membrane-bound acidic mucin granules 
[3]. In the trachea, goblet cells are present at a den-
sity of about 6000/mm2 and are responsible, along 
with submucosal secretory cells, for producing the 
mucous layer of the airway surface liquid. Mucin, 
the principal glycoprotein in mucus, is released 
by rapid (<150 ms) exocytosis from the mucus-
secreting cells in response to a range of stimuli. These 
include direct chemical irritation (e.g. by tobacco 
smoke), infl ammatory cytokines and neuronal stim-
ulation, predominantly by cholinergic nerves. Stim-
ulation of these cholinergic neurones may occur via 
parasympathetic nerves (carried in the vagus nerve) 
or from a refl ex arc following stimulation of nearby 
airway irritant receptors [4]. Both goblet cell num-
bers and secretions increase in many airway diseases 
such as asthma, bronchitis and cystic fi brosis.

Submucosal secretory cells
These can be subdivided into serous cells and 
mucous cells. The serous cells are found in the gland 
acinus, while mucous cells are found closer to the 
collecting duct. The whole submucosal gland struc-
ture can be found in the larger bronchi and in the 
trachea; in the latter there are approximately 10 sub-
mucosal openings per millimetre [2]. The serous cells 
have the highest levels of membrane-bound cystic 
fi brosis transmembrane conductance regulator 
(CFTR) in the lung (see below).

Basal cells
These cells lie underneath the columnar cells, giving 
rise to the pseudo-stratifi ed appearance, and are ab-
sent in the bronchioles and beyond. They are be-
lieved to be the stem cell responsible for producing 
new epithelial and goblet cells.

Clara cells
Clara cells are non-ciliated columnar cells that are 
found mostly in the epithelium of terminal bronchi-
oles. They are the most metabolically active epithe-
lial cell and have been compared to Paneth cells in 
the gut. Clara cells are responsible for the secretion of 
surfactant proteins, antiprotease enzymes and a va-
riety of other airway surface liquid proteins whose 
functions are mostly unknown [5] although some 
are involved in the metabolism of chemical toxins. 
Some Clara cells are able to act as local stem cells at 
times of injury.

Neuroepithelial cells
These cells are found throughout the bronchial tree, 
but occur in larger numbers in the intrapulmonary 
and terminal bronchioles. They may be found indi-
vidually or in clusters as neuroepithelial bodies, and 
are of uncertain function in the adult lung [6,7]. 
Present in fetal lung tissue in a greater number, they 
may be responsible for controlling lung develop-
ment. Similar cells elsewhere in the body secrete a 
variety of amines and peptides with diverse effects 
such as calcitonin, gastrin releasing peptide, calci-
tonin gene-related peptide and serotonin.

Mast cells
The lungs contain numerous mast cells, which are 
located underneath the epithelial cells of the airways 
as well as in the alveolar septa. Some also lie free in 
the lumen of the airways and may be recovered 
by bronchial lavage. They are important in mediat-
ing bronchoconstriction in patients with airway 
disease.

Macrophages
Macrophages are phagocytic cells found throughout 
the lung, although they are more abundant in the al-
veoli than the airways. Macrophages form the major 
component of host defence within the alveoli. They 
are derived either from monocyte stem cells that dif-
ferentiate in the lung or from circulating phagocytes 
that pass freely from the circulation, through the in-
terstitial space and thence through the gaps between 
alveolar epithelial cells to lie on their surface within 
the alveolus (Fig. 18.1) [8]. They can re-enter the 
body, but are remarkable for their ability to live and 
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function outside the body. Macrophages are active in 
combating infection and scavenging foreign bodies 
such as small dust particles. Phagocytosis can be sub-
divided into chemotaxis, adherence, ingestion and 
digestion. Chemotaxis is enabled by the presence of 
microbial cell wall products, complement or sur-
factant protein A. Recognition of foreign particulate 
matter, microorganisms and debris is followed by 
adherence and ingestion. Presence of antibodies, 
complement and other opsonins will enhance the 
recognition process. Following adherence, ingestion 
occurs in two ways: either by active adenosine tri-
phosphate (ATP)-dependent phagocytosis or passive 
endocytosis. In the latter, the particle is transported 
in a phagosome and combined with a lysosome to 
undergo oxidative or non-oxidative killing. Lung 
macrophages are much more effective than their 
blood counterparts. This process is effective in eradi-
cating Gram-positive organisms such as Staphylococ-
cus aureus but ineffective against Gram-negative 
bacteria.

Neutrophils and eosinophils may also participate 
in phagocytosis but only during lung infl ammation.

Type I alveolar epithelial cells
These cells line the alveoli and exist as a thin sheet 
approximately 0.1 µm in thickness, except where 
expanded to contain nuclei. Each cell covers several 
capillaries and is joined to neighbouring cells by tight 

junctions with a gap of only approximately 1 nm. 
There is now evidence that alveolar epithelial cells 
are involved in active clearance of fl uid from the al-
veoli in normal human lungs [9,10]. On the alveolar 
side of these cells, the cell membrane contains epi-
thelial sodium channels (ENaC) and CFTR channels, 
which actively pump sodium and chloride ions, re-
spectively, into the cell [10]. On the interstitial bor-
der of the cells, chloride moves passively out of the 
cell and the Na+/K+-ATPase channel actively re-
moves sodium from the cell. Water from the alveolus 
follows these ion transfers down an osmotic gradi-
ent into the interstitium. Aquaporins are found in 
human alveolar epithelial cells, suggesting that water 
movement may be facilitated by these water channel 
proteins, but their role in normal adult lung remains 
unclear [10]. A small amount of active clearance of 
fl uid from the alveoli occurs under normal circum-
stances, but these systems become vital when pul-
monary oedema develops. 

Type II alveolar epithelial cells
These cuboidal cells are found in clusters at points of 
alveolar convergence and are the stem cells from 
which type I cells arise. Their most important func-
tion is the production of surfactant, which is stored in 
osmiophilic lamellar bodies that are characteristic of 
type II cells (Fig. 18.2) [11]. Some 90% of surfactant 
consists of lipids, mostly comprising dipalmitoyl 
phosphatidyl choline, the main constituent respon-
sible for the effect on surface tension. The fatty acids 
are hydrophobic and generally straight, lying paral-
lel to each other and projecting into the gas phase. 
The other end of the molecule is hydrophilic and lies 
within the alveolar lining fl uid. The molecule is thus 
confi ned to the surface where, being detergents, they 
lower surface tension in proportion to the concen-
tration at the interface.

Approximately 2% of surfactant by weight con-
sists of surfactant proteins (SP), of which there are 
four types A–D [12]. SP-B and SP-C are small pro-
teins that are vital to the stabilization of the surfactant 
monolayer (see below); a congenital lack of SP-B 
results in severe and progressive respiratory failure 
[12]. SP-A, and to a lesser extent SP-D, are involved 
in the control of surfactant release. Stored surfactant 
is released into the alveolus from the lamellar bodies 

Figure 18.1 Scanning electron micrograph of an alveolar 
macrophage advancing to the right over type I alveolar 
epithelial cells. The scale bar is 5 µm. (From Weibel [8] 
with permission of the author and the publishers; © 
Harvard University Press.)
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by exocytosis in response to high volume lung infl a-
tion, increased ventilation rate or endocrine stimula-
tion. After release, surfactant initially forms areas of 
a lattice structure termed tubular myelin, which is 
then reorganized into mono- or multilayered surface 
fi lms. This conversion into the functionally active 
form of surfactant is believed to be critically depend-
ent on SP-B and SP-C (see below) [12]. The alveolar 
half-life of surfactant is 15–30 hours, with most of its 
components being recycled by type II alveolar cells. 
SP-A is intimately involved in controlling the sur-
factant present in the alveolus with type II alveolar 
cells having SP-A surface receptors, stimulation of 
which exerts a negative feedback on surfactant se-
cretion and increases reuptake of surfactant compo-
nents into the cell.

Type II cells are involved in pulmonary defence 
mechanisms in that they may secrete cytokines and 
contribute to pulmonary infl ammation. SP-A and, to 

a lesser extent, SP-D, have specifi c antimicrobial ac-
tivity. In addition to enhancing macrophage recog-
nition of pathogens, the molecules themselves are 
directly antimicrobial. Type II alveolar epithelial cells 
also have metabolic functions, which are described 
in more detail below.

Airway surface liquid

Within the airway surface liquid there are two dis-
tinct layers [13,14]: a periciliary or ‘sol’ layer which 
is of low viscosity containing water and solutes and 
in which the cilia are embedded, and a mucous or 
‘gel’ layer above. 

Mucociliary function
Mucus is produced by the goblet and submucosal se-
cretory cells described above. It has an important role 
in pathogen entrapment and removal, and also con-
tains a variety of antimicrobial proteins, which are 
described in more detail below. Mucus is composed 
mostly of glycoproteins called mucins, which deter-
mine the viscoelastic properties of the mucus. They 
have a core composed of glycoprotein subunits 
joined by disulphide bonds and their length may ex-
tend up to 6 µm. The core is 80% glycosylated with 
side chains attached via O-glycosidic bonds. Almost 
all terminate in sialic acid and possess microorgan-
ism binding sites. Large airways are completely lined 
by a mucous layer, while in smaller, more distal, air-
ways the mucus is found in ‘islands’, and a mucous 
layer is absent in small bronchioles and beyond. The 
mucous layer is propelled cephalad by the ciliated 
epithelial cells at a rate of 4 mm/min before being re-
moved by expectoration on reaching the larynx. The 
cilia beat mostly within the low-viscosity periciliary 
layer of airway lining fl uid, with the cilia tips inter-
mittently gripping the underside of the mucous 
layer, so propelling the mucous layer along the air-
way wall (Fig. 18.3) [15].

For this propulsion system to work effectively, it 
is crucial that the depth of the periciliary layer be 
closely controlled [14,16], particularly when it is 
realized that there is an increasing amount of mucus 
converging on larger airways as the mucus passes 
up towards the trachea. The depth of both layers of 
the airway surface liquid is controlled by changes in 

Figure 18.2 Electron micrograph of a type II alveolar 
epithelial cell. Note the large number of osmiophilic 
lamellar bodies containing surfactant components 
awaiting release. A, alveolus; C, capillary; LB, lamellar 
bodies; N, nucleus. (From Weibel [11] with permission of 
Professor E.R. Weibel and the Editors of Physiological 
Reviews.)
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periciliary water (Fig. 18.4). The volume of pericili-
ary fl uid is therefore effectively determined by its salt 
concentration, which is in turn controlled by active 
ion transport on the surface of the epithelial cells. 
The ion channels responsible for active control are 
amiloride sensitive Na+ and Cl− channels, the latter 
better known as the CFTR protein. CFTR is likely to 
be partially active at rest but is stimulated when Na+ 
channels are inhibited. The factors responsible for 
this are unknown.

In patients with cystic fi brosis, an inherited defect 
of CFTR leads to dysfunction in the regulation of air-
way surface liquid production. This, in turn, causes 
abnormal physical characteristics of the airway 
lining fl uid layers, ciliary malfunction and severely 
impaired defence against inhaled pathogens. Pro-
duction of normally functioning airway surface liq-
uid is a poorly understood, but clinically important, 
aspect of lung function, which is likely to be inten-
sively researched in future.

Functions of the 
respiratory epithelium

Humidifi cation
Respiratory epithelium and the airway lining fl uid 
act as heat and moisture exchangers [17]. During in-
spiration, relatively cool, dry air causes evaporation 
of surface water and cooling of the airway wall, then 
on expiration moisture condenses on the surface of 
the airway wall and warming occurs. Thus, only 

MU

Figure 18.3 Scanning electron micrograph of ciliated 
epithelial cells beating in the fl uid layer beneath the mucus 
(MU). (From Jeffery [15] with permission of Dr P.K. 
Jeffery, Imperial College School of Science, Technology 
and Medicine, London and the publishers of Respiratory 
Medicine.)

Mucous (gel) layer

Periciliary (sol) layer

Ciliated epithelial cell

Fluid depletionFluid addition

Normal

Figure 18.4 Schematic drawing of the 
mucous layer of airway surface liquid 
acting as a fl uid reservoir. With 
variations in the amount of water 
present in the airway surface liquid the 
mucous layer absorbs fl uid from, or 
donates fl uid to, the periciliary layer to 
maintain it at the correct depth for 
normal ciliary function. Changes in 
electrolyte concentrations in the 
periciliary layer will then stimulate 
fl uid absorption or secretion by the 
epithelial cells. (After Boucher [16].)

the volume of secretions and the speed of their reab-
sorption. If the periciliary layer reduces in depth, the 
gel layer will compensate for this by donating liquid 
to the periciliary layer to maintain the correct depth 
of fl uid, an effect probably mediated by simple os-
motic gradients between the two (Fig. 18.4). The 
mucous layer may donate fl uid to the periciliary 
layer until its volume is diminished by 70%. The re-
verse happens as the mucus converges on the larger 
airways, with the mucous layer absorbing excess 
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about half of the heat and moisture needed to condi-
tion (fully warm and saturate) each breath is lost to 
the atmosphere. With quiet nasal breathing, air is 
conditioned before reaching the trachea, but as ven-
tilation increases smaller airways are recruited until 
at minute volumes of over 50 L/min airways of 1 mm 
diameter are involved in humidifi cation.

Removal of inhaled particles
Where in the respiratory tract inhaled particles are 
deposited depends on both their size and the breath-
ing pattern during inhalation. Three mechanisms 
cause deposition: inertial impaction, sedimentation 
and diffusion.

Inertial impaction
This occurs with large particles (>3 µm). Inertial im-
paction occurs when the airway has a sharp corner 
(e.g. the pharynx or nose) or when gas fl ow becomes 
turbulent (e.g. at bifurcations): the turbulent fl ow at 
bifurcation points in the airway causes a 100-fold in-
crease in particle deposition. Thus, particles with a 
size >8 µm rarely reach further than the pharynx be-
fore impaction on to the nasal mucosa. Smaller parti-
cles (3–8 µm) penetrate further into the respiratory 
tract. Inertial impaction is greatly infl uenced by the 
velocity of the particles, so a slower rate of inspira-
tion by the subject will increase the penetration into 
the lungs by particles of this size.

Sedimentation
This occurs with particles of 1–3 µm, and is seen in 
the smaller airways or alveoli where slow gas velo-
city allows the particles to fall out of suspension and 
be deposited on lung tissue. Breath holding after in-
halation of an aerosol encourages sedimentation.

Diffusion
For small particles (<0.5–1 µm) Brownian motion 
occurs, leading to deposition on any surrounding 
structures. Aiding these processes is the inherently 
high humidity within the respiratory tract. Absorp-
tion of water by the particle during its journey along 
the airways will increase particle weight, and so en-
courage both inertial impaction and sedimentation 
to occur. Naturally, this affects hygroscopic particles 
to a greater degree.

The fate of inhaled particles
Large particles (>10 µm) such as atmospheric dust or 
the particulate products of diesel combustion are 
trapped by the airway lining fl uid and removed from 
the lung by the mucociliary transport mechanism al-
ready described [18]. Small particles (1–3 µm) pass 
into the alveoli and may either diffuse back out of the 
alveolus to be exhaled, or be deposited on the alveo-
lar walls where they will be ingested by alveolar 
macrophages. Different dust types have variable per-
sistence in the lung, some being rapidly cleared and 
others persisting within the pulmonary macrophage 
for many years. Differing particle types activate the 
macrophage to a varying extent, but may stimulate 
cytokine release causing lung infl ammation that 
then proceeds to lung tissue repair, the deposition of 
collagen and pulmonary fi brosis. For example, occu-
pational exposure to asbestos fi bres (asbestosis) or 
silica (silicosis) for many years leads to pulmonary 
fi brosis. Organic dusts may also cause lung infl am-
mation by an immune mechanism, the allergen nor-
mally being derived from a fungus to which the 
patient has had occupational exposure (e.g. farmer’s 
lung).

Delivery of inhaled drugs
Recent advances in our understanding of particle 
deposition in the respiratory tract have been driven 
by potential pharmaceutical benefi ts [19,20] (e.g. 
delivery of insulin). The aim may be to deliver drugs 
that are intended to act on the airway directly to the 
airway, such as bronchodilators, antibiotics or anti-
viral agents. Alternatively, the lung may be used as a 
route of administration for drugs intended to act sys-
temically, examples of this application include insu-
lin, heparin, ergotamine and calcitonin. Pulmonary 
administration of a drug that is intended to work sys-
temically offers many advantages over other routes, 
such as very rapid delivery into the circulation and 
avoidance of fi rst-pass metabolism in the liver.

For delivery of a drug to the alveoli, particles 
around 3 µm are the optimal size, as larger particles 
tend to deposit in the airways, and smaller 
particles tend to be inhaled and exhaled without 
being deposited in lung tissue at all. Targeted deliv-
ery of drugs to specifi c regions of the respiratory tract 
should be possible, for example, by modifying the 
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particle size, the timing of its addition to the breath or 
the breathing pattern during inhalation [20]. In 
practice, most delivery devices in clinical use pro-
duce aerosols containing a wide range of particle 
sizes, the most commonly used metered-dose in haler 
used to treat asthma generating particles of 1–35 µm. 
Use of a spacer device before inhalation allows the 
largest particles to fall out of the aerosol before inha-
lation, and so reduces their impaction in the phar-
ynx, where they are responsible for many of the 
side-effects of inhaled drugs.

Defence against inhaled pathogens
As an interface with the outside environment the 
lung is exposed to a great many organisms carried by 
up to 20 000 L air breathed per day. Pulmonary de-
fence mechanisms have evolved to protect the respi-
ratory tract from invasion by microorganisms. They 
can be subdivided into direct removal of the patho-
gen, chemical inactivation of the invading organism 
and, if these fail, immune defences.

Direct removal of pathogens
With normal nasal breathing, a majority of inhaled 
pathogens impact on the nasal mucosa, which is 
swept backwards by the ciliated nasal epithelium 
and swallowed. At higher inspiratory fl ow rates, for 
example when dyspnoeic, pathogens will penetrate 
deeper into the airways and be trapped by the airway 
surface liquid, transferred to the larynx and expecto-
rated or swallowed. 

Chemical inactivation of pathogens
Airway surface liquid is more than a simple transport 
mechanism for impacted microorganisms [21,22]. 
Some smaller particles will penetrate far into the 
bronchial tree and take some time to be transported 
out of the respiratory tract. To prevent these organ-
isms from causing damage during this time, the air-
way surface liquid contains multiple systems for 
directly killing pathogens.

Surfactant
In addition to its crucial role in reducing lung comp-
liance, surfactant also acts as part of the innate de-
fences in the lung [23]. Surfactant proteins A–D are 
members of the collectin family, a large group of 

proteins defi ned by their common dual structure and 
their ability to opsonize pathogens and regulate pro-
duction of infl ammatory mediators. SP-A is the most 
important surfactant protein in pulmonary defence. 
Not only does it enhance bacterial clearance but it 
also stimulates macrophage migration, production 
of reactive oxygen species and the synthesis of im-
munoglobulin and cytokines. Recent research has 
found that both SP-A and SP-D are directly bacteri-
cidal [24]. The mechanism involves a calcium-
dependent reaction between the lipid A domain of 
the lipopolysaccharide in the cell wall and the C-
terminal domain of SP-A. There is increased bacterial 
cell wall permeability, release of intracellular micro-
bial proteins and bacterial agglutination as a result. 
SP-A has specifi c antimicrobial activity against 
Streptococcus pneumonia, Staphylococcus aureus, Haem-
ophilus, Escherichia coli, Klebsiella, Mycobacterium, 
Cryptococcus, Herpes simplex and Aspergillus.

Lactoferrin
This is an iron-binding protein found in neutrophil 
granules and epithelial secretions. It inhibits bac-
terial growth by sequestering the iron necessary for 
bacterial metabolism.

Lysozyme
This is an enzyme, secreted by neutrophils, that is 
capable of destroying microbial cell walls by acting 
on the acetylglucosamine and acetylmuramic acid 
components of the peptidoglycan. In addition to 
enzymatic lysis of cell walls it is also effective in 
non-enzymatic lysis. It is active against Gram-
positive bacteria but less so against Gram-negative 
species, although the presence of cofactors such as 
lactoferrin enhances the activity of lysozyme against 
the latter.

Defensins
These are small molecular weight (3–5 kDa) peptides 
that have a wide antimicrobial range. They are able 
to aggregate, and on doing so create defects in the 
bacterial cell wall, and also stimulate respiratory 
epithelial cells to release chemokines to recruit 
infl ammatory cells. α-Defensins are present in the α-
granules of neutrophils. These human neutrophil 
peptides 1, 2, 3 and 4 constitute approximately 5% of 
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neutrophil intracellular protein. They are active 
against Staphylococcus, E. coli, Pseudomonas aeruginosa 
and some viruses such as Herpes simplex. β-Defensins 
are derived from epithelial lining and at least four 
human β-defensins (HBD) have been identifi ed. 
HBD-1 is found in lung secretions in normal individ-
uals while HBD-2 is found in secretions of cystic 
fi brosis patients as well as those with infl ammatory 
lung disease. These small peptides contribute to in-
fl ammation and repair. Inactivation of HBDs by 
abnormal electrolyte concentrations in the airway 
lining fl uid may contribute to chronic airway infec-
tion in cystic fi brosis.

Cathelicidins
These are part of a large family of antimicrobial pep-
tides. They have a highly conserved N-terminal 
structure, but a varied C-terminal end containing 
10–40 amino acids. Cleavage of the C-terminal end 
from the inactive molecule activates the cathelicidin 
to act against a broad spectrum of pathogens. The 
only known human cathelicidin is named LL37 and 
is found in human neutrophil granules and in airway 
epithelium. 

Protease–antiprotease system
Protease enzymes such as neutrophil elastase and 
metalloproteinases are normally released in the lung 
following activation of neutrophils or macrophages 
in response to tobacco smoke or pathogens [25]. 
These enzymes are powerful antimicrobial mole-
cules in the airway surface liquid. However, if left 
unchecked, these enzymes will damage lung tissue. 
For example, protease enzymes with activity against 
elastin are likely to be responsible for generating 
emphysema. Elastin deposition in the lung occurs 
early in life, and is minimal beyond late adolescence. 
Later, any pulmonary elastin lost through smoking 
or infl ammation is likely to be replaced with colla-
gen, so reducing lung elasticity and probably ex-
plaining the general decline in lung recoil throughout 
life [26].

There are at least two mechanisms that protect the 
lung from damage by its own protease enzymes. 
First, the proteases are mostly confi ned to the mu-
cous layer of the airway surface liquid, so avoiding 
close contact with underlying epithelial cells while 
being in close proximity to inhaled microorganisms. 

Secondly, they are inactivated by conjugation with 
antiprotease enzymes present in the lung [27]. Anti-
protease enzymes active in the lung include α1-
antitrypsin, α2-macroglobulin and α1-chymotrypsin. 
α1-Antitrypsin is manufactured in the liver and 
transported to the lung. It constitutes a major propor-
tion of antiprotease activity in the alveoli and is the 
most active inhibitor of neutrophil elastase. A defi -
ciency of α1-antitrypsin allows protease activity to 
remain unchecked, and is a signifi cant risk factor for 
early development of emphysema [27]. The combina-
tion of smoking (known to reduce antitrypsin levels 
and increase protease production) and α1-anti trypsin 
defi ciency leads to the development of more severe 
airways disease. Disturbances of less well understood 
protease–antiprotease systems, such as the matrix 
metalloproteases group of enzymes, are now also be-
lieved to be involved in the generation of emphyse-
ma, as these proteases are normally involved in 
remodelling of the extracellular lung matrix [25].

Lung protease activity is increased during lung 
infl ammation, and under these conditions α2-
macroglobulin enters the alveolus through the leaky 
alveolar capillary membrane. It is effective against 
both neutrophil elastase and metalloproteases. 

Immune systems
Direct removal of pathogens and their inactivation in 
the airway surface liquid are effi cient defence sys-
tems. If pathogens successfully breach these de-
fences, immunological systems then come into play.

Humoral immunity
Immunoglobulins are found in the airway lining 
fl uid. IgA is the major type present in the nasopha-
ryngeal area and large bronchi. Its role seems to be to 
prevent the binding of bacteria to the nasal mucosa, 
and specifi c IgA has the ability to act as an opsonin 
and induce complement. Deeper in the respiratory 
tract IgG is present in larger relative volumes, 
becoming the most prevalent immunoglobulin in 
the alveoli.

Cellular immunity
Respiratory epithelial cells and macrophages present 
in normal airways have considerable activity as 
immunological active cells. In response to a variety 
of stimuli, bronchial epithelial cells may secrete 
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numerous molecules to initiate an infl ammatory 
response:
• Adhesion molecules (e.g. intracellular adhesion 
molecule-1; ICAM-1) to induce margination of 
infl ammatory cells in nearby pulmonary capillaries
• Chemokines (e.g. interleukin-8; IL-8) to recruit 
infl ammatory cells into the lung tissue
• Cytokines (e.g. IL-1, IL-6 and tumour necrosis fac-
tor; TNF) to amplify the infl ammatory response by 
further stimulation of infl ammatory cells
• Growth factors (e.g. transforming growth factor β, 
epithelial growth factor; TGF-β, EGF) to stimul-
ate the cells responsible for tissue repair such as 
fi broblasts
• Extracellular matrix proteins (e.g. collagen, hyal-
ouronan) to begin the tissue repair process.

Once initiated, this response causes large numbers 
of phagocytic cells to enter the lung tissue. The pres-
ence of immunoglobulins, complement and other 
opsonins enhances the phagocytic cells’ recognition 
process. In severe infections, the reactive oxygen 
species used in the killing of microorganisms by 
phagocytic cells may spill out of the lysosome and 
into the lung tissue, exacerbating the tissue injury.

In patients with asthma, the infl ammatory cells 
responsible for airway infl ammation are eosinophils 
and mast cells, while in those with chronic obstruc-
tive pulmonary disease and other forms of lung 
infl ammation, neutrophils predominate.

Inactivation of inhaled xenobiotics
Droplet size will infl uence the distance that inhaled 
chemicals penetrate into the lungs. Once deposited 
on the airway lining, water solubility will infl uence 
the speed at which the chemical dissolves in the air-
way surface liquid to gain access to the underlying 
epithelial cells. Lipophilic substances and gases cross 
cell membranes easily  —  these include organic sol-
vents, anaesthetic gases, bronchodilators and many 
constituents of tobacco smoke. Once incorporated 
into the lung tissue, water solubility affects the rate 
at which chemicals are cleared from the lung, 
with water-soluble substances taking longer than 
lipid-soluble ones to be absorbed into the blood for 
disposal elsewhere.

Metabolism of inhaled chemicals occurs in all cell 
types of the respiratory mucosa, but in animals is 
particularly well developed in Clara cells, endotheli-

al cells and type II alveolar cells. As in the liver, 
metabolism of toxic chemicals involves two stages.
1 Phase I metabolism, in which the toxic molecule is 
converted into a different compound, usually by oxi-
dative reactions. The lung has a full complement 
of phase I enzymes (cytochrome P450, NADPH 
cytochrome P450 reductase, fl avin-dependent 
mono-oxygenase, epoxide hydrolase and dihydro-
diol dehydrogenase) of which cytochrome P450 
mono-oxygenase is by far the most important. The 
lung is one of the major extrahepatic sites of mixed 
function oxidation by the cytochrome P450 systems, 
but, gram-for-gram, remains considerably less active 
than the liver.
2 Phase II metabolism involves conjugation of the 
resulting compounds to ‘carrier’ molecules, which 
render them less biologically active, more water-
soluble and therefore easier to excrete. Enzymes 
par ticipating in conjugative pathways in the human 
lung include glutathione S-transferase, glutathione 
peroxidase, UDP-glucuronosyltransferase, N-
ace tyltransferase, N-methyltransferase and sulpho-
transferase. Most pulmonary phase II metabolism 
reactions involve conjugation with glucuronide or 
glutathione [28]. Despite this range of phase II en-
zymes, the ability of human lung to perform phase II 
reactions is limited, having only 1% of the activity of 
liver in phase II reactions. The ability to metabolize in 
this manner is easily induced but negatively infl u-
enced by tobacco smoke inhalation.

Metabolic changes to inhaled chemicals may not 
be benefi cial, especially with many synthetic organic 
compounds and several chemicals in cigarette smoke. 
Bioactivation by phase I metabolism converts some 
quite innocuous compounds into potent carcino-
gens, while slightly different metabolic conversions 
may do the reverse [28,29]. The balance between ac-
tivating and inactivating pathways varies between 
species. What few data are available on human lungs 
indicates that we are fortunate in having a very 
favourable ratio, the inactivation of potential carci-
nogens being 100-fold greater than in rodents. Pre-
sumably, without this evolutionary advantage, the 
history of cigarette smoking would have been con-
siderably different.

Detrimental pulmonary metabolic activity also oc-
curs in the cases of paraquat and bleomycin where 
the metabolic process produces toxic metabolites.
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Some Clara cells do not possess the P450 enzyme 
complex. It is postulated that this has a benefi cial 
effect in that these cells are unaffected by toxic 
metabolites produced during normal metabolism of 
xenobiotics, and so form a pool of surviving Clara 
cells to act as stem cells following damage to the air-
way epithelium.

Filtration
Sitting astride the whole output of the right ventri-
cle, the lung is ideally situated to fi lter out particulate 
matter from the systemic venous return. Without 
such a fi lter, there would be a constant risk of emboli 
entering the arterial system.

Pulmonary capillaries have a diameter of approxi-
mately 7 µm, but this does not appear to be the effec-
tive pore size of the pulmonary circulation when 
considered as a fi lter. Animal studies have demon-
strated the passage through perfused lungs of glass 
beads up to 500 µm diameter and small quantities of 
gas and fat emboli may gain access to the systemic 
circulation in patients without intracardiac shunt-
ing. Emboli may bypass the alveoli via some of the 
precapillary anastomoses that are known to exist in 
the pulmonary circulation. More extensive invasion 
of the systemic arteries may occur in the presence of 
an overt right-to-left intracardiac shunt, which is 
now known to be quite common. Postmortem stud-
ies show that over 25% of the population have a 
‘probe-patent’ foramen ovale, usually in the form of 
a slit-like defect that acts as a valve, and which is 
therefore normally kept closed by the left atrial pres-
sure being slightly greater than the right [30]. In 10% 
of normal subjects, a simple valsalva manoeuvre or 
cough results in easily demonstrable blood fl ow be-
tween the right and left atria [31]. Paradoxical em-
bolism may therefore result from a relative increase 
in right atrial pressure caused by physiological events 
or pulmonary embolus. 

So far as the survival of the lung is concerned, the 
pulmonary microcirculation is well adapted for 
maintaining alveolar perfusion in the face of quite 
large degrees of embolization. Large numbers of pul-
monary capillaries tend to arise at right angles from 
metarterioles and there are abundant anastomoses 
throughout the microcirculation. This tends to pre-
serve circulation distal to the impaction of a small 

embolus. Similarly, the ability of the pulmonary cir-
culation to passively dilate or recruit pulmonary cap-
illaries, responses designed to minimize pulmonary 
arterial pressure during physiological increases in 
cardiac output, also serves to minimize dangerous 
pulmonary hypertension following pulmonary em-
bolus. However, a signifi cant degree of embolization 
inevitably blocks the circulation to parts of the lung, 
disturbing the balance between ventilation and per-
fusion, and ultimately disturbing gas exchange.

Thromboembolism
Pulmonary microembolism with small clumps of fi -
brin and/or platelets will not have a direct effect on 
gas exchange until it is very extensive. Plugging of 
pulmonary capillaries by microemboli, however, in-
itiates neutrophil activation in the area, leading to an 
increase in endothelial permeability and alveolar 
oedema. Thrombi are cleared more rapidly from the 
lungs than from other organs. The lung possesses 
well-developed proteolytic systems not confi ned to 
the removal of fi brin. Pulmonary endothelium 
is known to be rich in plasmin activator, which 
converts plasminogen into plasmin, which in turn 
converts fi brin into fi brin degradation products. 
However, the lung is also rich in thromboplastin, 
which converts prothrombin to thrombin. To com-
plicate the position further, the lung is a particularly 
rich source of heparin, and bovine lung is used in its 
commercial preparation. The lung can thus produce 
high concentrations of substances necessary to pro-
mote or delay blood clotting and also for fi brinolysis.

Three mechanisms give rise to the physiological 
changes seen in pulmonary embolism [32]:
• Physical occlusion of the pulmonary vascular 
system (Fig. 18.5)
• Platelet activation within the thrombus leads to 
release of 5-hydroxytryptamine (5-HT) and throm-
boxane A2, causing a further increase in pulmonary 
vascular resistance
• Right ventricular failure occurs when the heart is 
unable to overcome the raised pulmonary vascular 
resistance.

The primary respiratory lesion is an increase in 
alveolar dead space with an increased arterial–end-
tidal PCO2 gradient. Carbon dioxide elimination is 
therefore reduced and if ventilation remains un-
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changed, arterial PCO2 slowly climbs, until elimi-
nation is restored in spite of the large dead space. 
However, in awake patients hypercapnia is unusual 
because hyperventilation is almost always present 
and arterial PCO2 is usually below the normal range 
[33]. The cause of respiratory stimulation is unclear, 
but may involve stimulation of J receptors by media-
tors released in the pulmonary circulation, or stimu-
lation by hypoxia if present.

Arterial PO2 is also decreased. This results from 
derangement of normal ventilation–perfusion rela-
tionships, the effects of which are exacerbated by 
low cardiac output causing reduced pulmonary per-
fusion and low mixed venous oxygen content [33].

Bronchospasm is a well-recognized complication 
of pulmonary embolism and has been attributed to 
the 5-HT released from platelets and also to local 
hypocapnia in the part of the lung without effective 
pulmonary circulation.

Endocrine lung

An endocrine organ must, by defi nition, release sub-
stances into the circulation that bring about a useful 

physiological response in a distant tissue. In spite of 
its wide-ranging metabolic activities already de-
scribed, the endocrine functions of the lung remain 
ill-defi ned. 

Infl ammatory mediators such as histamine, en-
dothelin, serotonin, platelet activating factor (PAF), 
adenosine and eicosanoids may all be released from 
the lung following immunological activation by in-
haled allergens. These mediators are undoubtedly 
responsible for cardiovascular and other physiologi-
cal changes in the rest of the body, such as a rash, 
peripheral vasodilatation and a reduction in blood 
pressure. However, it is doubtful if this can really be 
regarded as a desirable physiological effect.

Hypoxic endocrine responses may occur in the 
lung [34]. Animal studies have demonstrated the 
presence of clusters of peptide and amine secreting 
cells in lung tissue. These cells degranulate in the 
presence of acute hypoxia, but the substances 
secreted and their effects are not known. The cells 
belong to the ‘diffuse endocrine system’ and are 
present in humans, but their role is extremely 
unclear.

Nitric oxide has an important role in the regula-
tion of airway smooth muscle and pulmonary vascu-
lar resistance, and is well known for its effects on 
platelet function and the systemic vasculature. There 
is no evidence that pulmonary endothelium secretes 
nitric oxide into the blood in order to exert an effect 
elsewhere, mainly because of the rapid uptake of 
nitric oxide by haemoglobin. However, this does not 
rule out an indirect effect of pulmonary nitric oxide 
production in infl uencing peripheral blood fl ow, 
which may be controlled by the balance between 
different forms of nitric oxide haemoglobin 
complexes.

Metabolism of endogenous 
compounds

The endothelial cells are specially adapted to the dual 
functions of gas exchange and metabolic activity. 
There is almost 70 m2 of endothelial surface present 
in the blood vessels of the lung and therefore it is the 
most metabolically active component of the resp-
iratory tract. The activity depends on blood fl ow, 
perfusion and transit time. Perfused area is under 

Figure 18.5 Spiral computed tomographic scan of 
pulmonary thomboembolus. Intravenous contrast 
injected immediately before scanning makes the blood 
vessels appear white. Emboli then appear as darker areas 
within the blood vessel lumen. A saddle embolus (SE) can 
be seen, situated mainly in the right pulmonary artery 
(RPA). AA, ascending aorta; DA, descending aorta; LPA, 
left pulmonary artery.
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active control and recruitment of pulmonary vessels 
may increase the surface area to 90 m2. Individual 
endothelial cells are structurally similar to type I al-
veolar epithelial cells. Multiple vesicles are present 
within the cytoplasm. Some of these are seen abut-
ting the endothelial lumen, termed caveolae. The 
cells themselves have multiple invaginations and 
projections. Tight junctions are found between the 
endothelial cells, these junctions forming part of the 
physical barrier between blood and the exterior. On 
the surface of the endothelium are found enzymes 
responsible for the conversion of angiotensin I to an-
giotensin II, and the inactivation of bradykinin and 
adenosine compounds. Within the cytoplasm are 
enzyme systems necessary for production of arachi-
donic acid products, degradation of certain prostag-
landins, breakdown of 5-HT and other amines.

A summary of the metabolic activities of the pul-
monary endothelium is shown in Table 18.1.

Amine metabolism
Noradrenaline is actively transported into the en-
dothelial cell by highly specifi c transport proteins 
found on the capillary surface of pulmonary en-
dothelium. Uptake is saturable, energy and tem-
perature dependent and inhibited by a variety of 
drugs. Around one-third of circulating noradren-
aline is removed in one circulation. Once within 
the cell, noradrenaline is degraded via the mono-
a mine oxidase and catechol-O-methyl transferase 
enzymes.

5-HT is found in the human brain, platelets and 
chromaffi n cells of the gut. In the lungs the sources 
include mast cells and neuroendocrine cells. The 
clearance of blood 5-HT is almost complete with 
as much as 98% being removed from the circula-
tion following a single pass through the pulmonary 
circulation. Uptake is again thought to be active, 
involving carrier-mediated transport into the cell. 

Table 18.1 Summary of metabolic changes to hormones and drugs on passing through the pulmonary circulation [35,36].

 Effect of passing through pulmonary circulation

Group Activated No change Inactivated

Amines  Dopamine 5-Hydroxytryptamine
  Adrenaline Noradrenaline
  Histamine

Peptides Angiotensin I Angiotensin II Bradykinin
  Oxytocin Endothelins
  Vasopressin
  Atrial natriuretic peptide

Arachidonic acid derivatives Arachidonic acid PGI2 (prostacyclin) PGD2

  PGA2 PGE2

   PGF2α

   Leukotrienes

Purine derivatives   Adenosine
   ATP, ADP, AMP

Steroids Cortisone  Progesterone
   Beclometasone

Basic drugs  Morphine Fentanyl
  Isoprenaline Lidocaine
   Propranolol

ADP, adenosine diphosphate; AMP, adenosine monophosphate; ATP, adenosine triphosphate.
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Metabolism is similar to that for noradrenaline, in-
volving metabolism by monoamine oxidase. Al-
though similar, the metabolism of these two amines 
is not mutually exclusive and does not use exactly 
the same pathways. Other amines such as histamine, 
dopamine and adrenaline are not removed from the 
pulmonary circulation because of a lack of specifi c 
transmembrane carrier proteins.

Angiotensin converting enzyme
The lung is a major site for conversion of angiotensin 
I to angiotensin II by angiotensin converting enzyme 
(ACE). Some 80% of angiotensin I passing through 
the lungs is converted to angiotensin II in a single 
pass. Angiotensin II acts directly on smooth muscle 
cells to cause vasoconstriction and also binds to 
receptors on the zona glomerulosa cells in the 
adrenal gland to promote the synthesis and release of 
aldosterone, which accelerates renal sodium 
reabsorption. 

Bradykinin is a vasoactive nonapeptide that is 
also inactivated by ACE. Bradykinin dilates normal 
pulmonary vessels, but may be a vasoconstrictor 
in the presence of pulmonary injury. It has a half-life 
of 17 s in blood but less than 4 s in the lung. ACE 
is found free in the plasma, but is also bound to the 
surface of endothelium. This appears to be a general 
property of endothelium but ACE is present in 
abundance on the vascular surface of pulmonary 
endothelial cells, also lining the inside of the cav eolae 
and extending onto the projections into the lumen. 
Angiotensin converting enzyme is a zinc containing 
carboxypeptidase with two active sites, each located 
within a deep groove in the side of the protein [37]. 
Binding sites in the groove attach the substrate 
fi rmly to the protein and the zinc moiety then 
cleaves either a phenylalanine-histidine bond 
(angiotensin I) or a phenylalanine-arginine bond 
(bradykinin).

Drugs that inhibit ACE (see below) do so by bind-
ing to the protein deep within the groove above the 
active site, simply preventing the substrate gaining 
access to the active site [37]. It follows that inhibition 
of ACE will increase levels of bradykinin in the blood. 
This may explain some of the adverse effects seen 
with ACE inhibitors such as increased incidence of 
angioneurotic oedema and cough.

Endothelins
Endothelins are a group of 21 amino acid peptides 
with diverse biological activities including prolonged 
pulmonary vasoconstriction in response to hypoxia. 
They have a plasma half-life of just a few minutes, 
being cleared by the kidney, liver and lungs. The pul-
monary enzymes responsible are not clearly defi ned, 
but there are believed to be several different types in 
humans [38].

Platelet activating factor
The most important sources of PAF are leucocytes 
and platelets, but pulmonary endothelium is 
also known to release PAF in response to stimulation 
by phospholipase A2. PAF has multiple pro-
infl ammatory functions and is believed to act as an 
important mediator in chronic obstructive pulmo-
nary disease. Effects include increased airway reac-
tivity, pulmonary hypertension and increased 
infl ammatory cell accumulation.

Adenosine nucleotides
Purine derivatives are metabolized on the endothe-
lial surface by 5-nucleotidase and ATPase. Adenos-
ine has potent effects on the circulation but is rapidly 
inactivated by uptake into the pulmonary endotheli-
al cells. This uptake is an active and saturable process 
that is inhibited by dipyridamole. Adenosine may be 
subsequently released in response to acute hypoxia 
or become incorporated into adenosine monophos-
phate (AMP), adenosine diphosphate (ADP) or ATP.

Arachidonic acid derivatives
The lung is a major site of synthesis, metabolism, up-
take and release of arachidonic acid metabolites. The 
group as a whole are 20-carbon carboxylic acids, 
generically known as eicosanoids. The initial stages 
of eicosanoid synthesis involve the conversion, by 
phospholipase A2, of membrane phospholipids into 
arachidonic acid. Metabolism of arachidonic acid in-
volves its oxygenation by two main pathways for 
which the enzymes are cyclo-oxygenase (COX) and 
lipoxygenase.

Cyclo-oxygenase pathway
Oxygenation and cyclization of arachidonic acid 
by COX produces the prostaglandin PGG2 (the 
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subscript 2 indicates two double bonds in the carbon 
chain). A non-specifi c peroxidase then converts 
PGG2 to PGH2, which is the parent compound for 
synthesis of the many important derivatives shown 
in Figure 18.6. The rate limiting step in the 
production of eicosanoids is the availability of 
arachidonic acid. It is known that steroids reduce 
the availability of this substrate, the effect of which 
can be bypassed with the introduction of exogenous 
arachidonic acid.

Eicosanoids are not stored preformed, but are syn-
thesized as required by many cell types in the lung, 
including endothelium, airway smooth muscle, mast 
cells, epithelial cells and vascular muscle. Production 
of arachidonic acid by activation of phospholipase 
initiates the pathway, and results from a variety of 
stimuli such as infl ammatory cytokines, comple-
ment activation, hormones, allergens or mechanical 
stimuli. The enzyme for the next step of the pathway, 

COX, exists in multiple isoforms, including COX-1, 
which is a constitutive enzyme present at low 
concentrations, and COX-2, which is induced by 
infl ammatory cytokines. In the normal lung, the 
physiological role of these COX isoforms is uncer-
tain, but in some patients with asthma, inhibition of 
COX-1 by aspirin induces bronchospasm, while 
inhibition of COX-2 does not.

PGF2α, PGD2, PGG2, PGH2 and thromboxane are 
bronchial and tracheal constrictors, PGF2α and PGD2 
being much more potent in asthmatic patients com-
pared with normal subjects. PGE1 and PGE2 are bron-
chodilators, particularly when administered by 
aerosol. Prostacyclin (PGI2) has different effects in 
different species. In humans, it has no effect on air-
way calibre in doses that have profound cardiovas-
cular effects. Prostacyclin and PGE1 are pulmonary 
vasodilators, while PGH2 and PGF2α are pulmonary 
vasoconstrictors.

Arachidonic acid

Cell or nucleus membrane

Thromboxane
          synthase

Hydrolysis

IsomeraseIsomerase Reductase

Cyclooxygenase

Non-specific peroxidases

Phospholipase A2

   Prostacyclin
synthase

Prostaglandin G2

Prostaglandin H2

Prostaglandin F2αProstaglandin E2 Prostaglandin D2

Prostaglandin I2

(prostacyclin)
Thromboxane A2

Thromboxane B2

Figure 18.6 The prostaglandin 
pathway. 
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Various specifi c enzymes in the lung are respon-
sible for extensive metabolism of PGE2, PGE1 and 
PGF2α, but PGA2 and PGI2 pass through the lung 
unchanged. As for catecholamine metabolism, 
specifi city for pulmonary prostaglandin metabolism 
is in the uptake pathways rather than with the 
intracellular enzymes.

Leukotrienes are also eicosanoids derived from 
arachidonic acid but by the lipoxygenase pathway 
(Fig. 18.7) [39]. The leukotrienes LTC4 and LTD4 are 
mainly responsible for the bronchoconstrictor effects 
of what was formerly known as slow-reacting sub-
stance of anaphylaxis or SRS-A. SRS-A also contains 
LTB4, which is a less powerful bronchoconstrictor 
but increases vascular permeability. These com-
pounds, which are synthesized by the mast cell, have 
an important role in asthma and drugs that inhibit 
leukotriene synthesis are now used in the treatment 
of asthma.

Aspirin-induced asthma
The involvement of arachidonic acid derivatives 
in the normal control of bronchial smooth muscle 
predicts that drugs blocking these pathways may 
infl uence the airways of asthma patients [40]. This 
is indeed the case with aspirin and the closely related 
non-steroidal anti-infl ammatory drugs, sometimes 
causing bronchospasm in asthma patients. Based 
on patient history alone, only 2.7% of asthma pa-
tients report wheezing in response to aspirin, but 
when provocation with oral aspirin is carried out 
21% of patients develop a reduction in forced ex-
piratory volume in 1 s (FEV1) [41]. Many asthmatic 
patients who are sensitive to aspirin have a charac-
teristic clinical presentation. Typically, aspirin-
induced asthma (AIA) develops in patients at around 
30 years of age, is associated with rhinitis and nasal 
polyps, and occurs in more female than male patients 
[40].

Arachidonic acid

Nucleus

Cytosol

Interstitium

LTC4 Synthase

5-Lipoxygenase

Phospholipase A2

Epoxide hydrolase

Leukotriene A4

Leukotriene B4

Leukotriene B4

TT

Leukotriene C4

Leukotriene C4

Leukotrienes
C D E4     4       4

Figure 18.7 The leukotriene pathway 
in the lung. Infl ammatory mediators 
stimulate phospholipase A2 to produce 
arachidonic acid from the phospholipid 
of the nuclear membrane. Leukotrienes 
B4 and C4 leave the cell via a specifi c 
transmembrane transporter (TT) 
protein. Non-specifi c peptidases in the 
interstitium convert leukotriene C4 
into D4 and E4, all of which stimulate 
the CysLT1 receptor to cause intense 
broncho-constriction. (After Drazen 
et al. [39].)
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The mechanism of aspirin sensitivity is beginning 
to be elucidated. Inhibitors of the COX pathway in 
the airway will reduce synthesis of the bronchodila-
tor prostaglandin PGE2. Reduced synthesis of PGE2 
cannot alone account for AIA; patients with AIA also 
have increased production of LTE4, a potent bron-
choconstrictor. This effect on the lipoxygenase path-
way is not mediated by aspirin itself, and possibly 
results from loss of inhibition of lipoxygenase by 
PGE2. Multiple isoforms of COX exist and COX-1 
seems to be responsible for most cases of AIA. A re-
cently introduced group of drugs, known as coxibs, 
are highly specifi c inhibitors of COX-2 and seem to 
be safe for use in AIA patients [40]. The analgesic ef-
fects of paracetamol (acetaminophen) may be medi-
ated by inhibition of COX-3 [42], and a small subset 
of patients with AIA develop bronchospasm in re-
sponse to paracetamol [41]. This sensitivity to para-
cetamol usually involves only a mild reaction in 
response to high doses of the drug, and occurs in less 
than 2% of asthmatic patients.

Drug metabolism

The lung is ideally positioned to metabolize both 
inhaled and intravenous drugs. Its large epithelial 
and endothelial surface areas maximize contact 
between the drug and the cells. Examples of drugs 
that are meta bolized in the lung are shown in Table 
18.1.

Inhaled drugs
These will be subjected to the same metabolic activity 
in the airway and alveolar cells as other toxic chemi-
cals described above. Mixed function oxidase and cy-
tochrome P450 systems are active in the lung and so 
are presumed to metabolize drugs in the same way as 
in hepatocytes. Inhalational anaesthetics, in particu-
lar older agents that undergo signifi cant metabolism 
elsewhere in the body such as methoxyfl urane and 
halothane, undergo biotransformation in the air-
ways by similar pathways to those in the liver, pro-
ducing fl uoride ions.

Intravenous drugs
Many drugs are removed from the circulation on 
passing through the lungs [36]. However, in the 

majority of cases this occurs by retention of the drug 
in lung tissue rather than actual metabolism. This 
low activity of metabolic enzymes found in the lung 
occurs for two reasons. First, access to the metabolic 
enzymes in endothelial cells is closely controlled by 
specifi c uptake mechanisms that are vital to allow 
the highly selective metabolism of endogenous com-
pounds already described. Secondly, it is possible 
that the oxidative systems responsible for drug me-
tabolism elsewhere in the body are located mostly in 
the airways thus preventing bloodborne drugs gain-
ing access to them. Drugs that are basic (pKa >8) and 
lipophilic tend to be taken up in the pulmonary cir-
culation while acidic drugs preferentially bind to 
plasma proteins [43]. Examples of drugs with signifi -
cant pulmonary uptake that are of importance to 
anaesthetists include opiates such as fentanyl, pethi-
dine and methadone, and amide local anaesthetics 
such as bupivacaine and lidocaine. Drug binding in 
the pulmonary circulation may act as a fi rst-pass fi l-
ter for any drug administered intravenously [44]. 
This drug reservoir within the lung may then be re-
leased slowly, or even give rise to rapid changes in 
plasma drug levels when the binding sites either be-
come saturated or when one drug is displaced by a 
different drug with greater affi nity for the binding 
site.

Pulmonary toxicity of drugs
Accumulation of some drugs and other toxic sub-
stances in the lung may cause dangerous local toxi-
city [29]. Paraquat is an outstanding example; it is 
slowly taken up into alveolar epithelial cells where it 
promotes the production of reactive oxygen species 
with resulting lung damage. Some drugs cause pul-
monary toxicity by a similar mechanism, including 
nitrofurantoin and bleomycin, toxicity from the lat-
ter being strongly associated with exposure to high 
oxygen concentrations. Amiodarone, a highly effec-
tive and commonly used antiarrhythmic agent, is 
also associated with pulmonary toxicity, which oc-
curs in 6% of patients given the drug. When toxicity 
occurs it may be severe and is fatal in up to 10% of 
cases. The cause is unknown, but formation of reac-
tive oxygen species, immunological activation and 
direct cellular toxicity are all believed to contribute 
[45].
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CHAPTER 19

The brain as a site of infl ammation 
after acute injury
Jonathan Rhodes and Peter Andrews

Introduction

Injury to the brain is common, associated with high 
mortality and survivors frequently have signifi cant 
residual disability. Traumatic brain injury is the lead-
ing cause of death in individuals under the age of 45 
years in Europe and the USA. Worldwide, stroke is 
the second most common cause of death after coro-
nary heart disease.

Although the aetiology of traumatic destruction of 
cerebral tissue and focal or global ischaemia are quite 
different, their pathologies are linked by a common 
process. It is clear that the extent of injury in each 
case is not limited to that caused by the primary in-
sult, be it traumatic or ischaemia induced neuronal 
death. Instead, there will always be secondary dam-
age, the magnitude of the injury increasing with 
time. This is illustrated in traumatic brain injury by 
the large numbers of patients who are able to talk, 
implying preserved higher function, and then die as 
a result of their brain injury (Fig. 19.1) [1].

Cerebral tissue hypoxia is central to the progres-
sion of brain injury and can arise as a result of multi-
ple interacting processes. This results in harmful 
derangements of neurochemistry and the induction 
of reactive cascades of chemical mediators each ca-
pable of adversely prejudicing neuronal survival 
[2,3]. These insults include excitatory amino acid re-
lease, derangement of calcium homoeostasis, free 
radical production and activation of the infl ammato-
ry process (Fig. 19.2). It is likely that this chemical in-
jury is responsible for the inexorable deterioration 
seen in many patients despite compliance with 
guidelines for the maintenance of cerebral perfusion 
[4,5].

This chapter examines the role of infl ammation as 
a secondary injury process, with particular reference 
to traumatic brain injury. Because there are tremen-
dous similarities in the pathophysiology of traumatic 
brain injury and primary ischaemic cerebral injury 
(stroke), many important lessons can be gained from 
the stroke literature, which is also discussed.

Infl ammation

Infl ammation is defi ned as a local reaction at the mi-
crovessel interfaces that results in fl uid and cell trans-
location from the intravascular medium into the 
tissue in order to ‘wall off’ and sequester injurious 
agents and protect and repair the tissue [6]. The cen-
tral nervous system (CNS) was traditionally consid-
ered an immune privileged site lacking a lymphoid 
system and antigen presenting dendritic cells [7]. 
However, it has become apparent that injury to the 
brain, including trauma and ischaemia, is followed 
by glial cell activation, the expression of cytokines 
and leucocyte migration into areas of damage. How-
ever, many features of this response are atypical 
when compared with stereotyped infl ammation in 
the periphery. In the CNS, mast cells, required for the 
rapid release of preformed mediators, are absent. 
Leucocytes appear reluctant to cross the blood–brain 
barrier and the resident macrophages, the micro-
glia, are quiescent [8]. These differences appear to 
develop in the postnatal period [9]. To date, the in-
duction and function of the infl ammatory process 
remains poorly understood. The remainder of this 
review describes this infl ammatory reaction in more 
detail, concentrating on the major pro-infl ammato-
ry mediators. The signifi cance of infl ammation as a 
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(a) (b)

Figure 19.1 Primary injury to the central nervous system 
damages neurones and induces profound changes in the 
neurochemical environment. The expression of 
infl ammatory mediators and infi ltration of infl ammatory 
cells constitute part of this derangement and potentially 
lead to further neuronal injury. (a) Coronal section 
through a cerebral contusion at 4 hours after surgery. 

Numerous shrunken necrotic neurones are apparent 
(arrow heads) and may be contrasted with neurones with 
normal morphology (arrows). Traumatic haemorrhage is 
present in the upper left corner of the section. ×100. (b) By 
24 hours after injury polymorphonuclear leucocytes 
(arrow heads) can be seen infi ltrating the contused tissue. 
×200.

Intracranial

Extracranial

Neurone loss
Vessel damage

Contusions
Haematomas

EAAs
PGs

Cytokines
Superoxides
Complement

Vascular tone
Oedema Cerebral

ischaemia
Trauma

Hypoxia
Ischaemia

Figure 19.2 Acute brain injury leads 
to neuronal loss both directly and 
indirectly. Both trauma and ischaemia 
can lead to early neuronal death. 
Oedema, space occupying lesions, 
changes in cerebral vascular tone and 
the effects of extracranial injuries result 
in further cerebral ischaemia which 
either directly or via the activation of 
diverse chemical systems such as 
infl ammation causes secondary 
neuronal injury. EAA, excitatory 
amino acids; PG, prostaglandins.

chemical injury process and the potential for thera-
pies designed to modulate it is considered. 

Infl ammatory cytokine expression
The mediators central to the infl ammatory process 
are the cytokines. The cytokine family is a diverse 
group of polypeptides, the precise function of which 
often depends upon the organ or species studied. 
Within the CNS, some of the infl ammatory cytokines 
are expressed at constitutively low levels. However, 
following injury, expression can increase signifi -

cantly. While there is evidence to suggest that some 
cytokines have positive effects on neuronal homoeo-
stasis, unchecked release of pro-infl ammatory medi-
ators can prejudice cell survival following brain 
injury [10].

Clinical expression
In patients with acute ischaemic stroke, interleukin-
1β (IL-1β) is transiently elevated in the cerebrospinal 
fl uid (CSF) after the onset of symptoms [11] while 
tumour necrosis factor α (TNF-α) is increased in 
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serum after stroke, peaking at 7 days [12]. IL-6 level 
is elevated in both the serum/plasma and CSF of 
patients, both peaking within 48 hours of onset 
[11,13,14]. Serum/plasma and CSF IL-6 levels cor-
relate poorly with outcome [13,15].

Increases in CSF and serum TNF [16,17], IL-1 [18] 
and IL-6 [19,20] have been reported following both 
elective neurosurgical procedures and traumatic 
brain injury. Levels are either raised on admission, or 
peak within 24 hours of injury. In 1997, our group 
published a report describing a transcranial gradient 
of serum IL-6, in patients with traumatic brain injury 
or subarachnoid haemorrhage, supporting an intra-
cerebral source of production of this cytokine [21].

Animal models
Early expression of tissue pro-infl ammatory cy-
tokine levels above background has been found in 
both ischaemic and traumatic experimental brain in-
juries. TNF-α mRNA and protein is detectable in is-
chaemic tissue within an hour of either permanent 
or transient ischaemia and peak within 24 hours of 
injury [22,23]. Similarly, in both permanent and 
transient focal ischaemia, IL-1β mRNA is induced in 
the ischaemic cortex and deeper structures including 
hippocampus and thalamus as early as 15 minutes 
after the onset of ischaemia and has been shown to 
peak within 3–6 hours [24,25]. Permanent ischae-
mia also induced IL-1β protein expression in the is-
chaemic cortex of rats from 4 hours, peaking at 3 days 
[26]. Permanent and transient ischaemia leads to 
signifi cant induction of IL-6 mRNA in the ischaemic 
cortex from 3 hours, peaking at 12–24 hours [27,28], 
and permanent injuries induced IL-6 protein expres-
sion in the ischaemic cortex from 12 hours and peak-
ing at 24 hours [26].

Non-penetrating traumatic injury to the cortex in-
duces TNF-α mRNA expression in the ipsilateral tis-
sue as early as 1 hour following injury and returns to 
baseline by 24 hours [29]. In the same injury, ipsilat-
eral cortical TNF-α protein peaked at 3–8 hours [30]. 
In similar studies TNF levels increased signifi cantly 
in the injured cortex at 1 and 4 hours after severe 
trauma [31,32].

Experimental trauma also induces IL-1β mRNA 
expression [33] and IL-1β protein in the injured 
hemisphere, peaking at 8 hours after injury [30] and 

increased IL-1β mRNA has also been detected fol-
lowing penetrating injury to the striatum. In this in-
jury the mRNA expression was widespread and 
bilateral, peaking at 4 hours after injury. At the 
injury site, IL-1β protein was also recovered by 
microdialysis [34,35].

IL-6 mRNA and protein is increased in the injured 
hemisphere following blunt trauma, peaking at 
8 hours after injury [30,32,36]. Penetrating injury 
to the striatum also induced IL-6 mRNA, peaking 
at 6 hours, and IL-6 protein expression has also 
been confi rmed by immunohistochemistry and 
microdialysis [34,35].

Cellular expression of 
infl ammatory cytokines
Local synthesis by resident glial and neuronal cells 
of the CNS has been described in a growing number 
of both in vitro and in vivo studies. Constitutive 
expression appears to occur predominantly in 
neurones.

In vitro
Cell culture experiments have demonstrated that ac-
tivated microglial cells express IL-1 [37]. Following 
fl uid percussion trauma to cultured human astro-
cytes, increased IL-6 protein production has been 
found [38]. Cytokine interactions have also been 
studied: IL-1β has been shown to stimulate produc-
tion of other cytokines, including TNF and IL-6 in as-
trocytes [39,40], whereas TNF has been shown to 
cause the release of cytokines including IL-6, from 
human astrocytes [40].

In vivo
TNF-α has been localized at low levels to cells with 
features resembling neurones, in normal cerebral 
cortex [23]. Following permanent focal ischaemic 
injury, TNF-α immunopositive cells were identifi a-
ble within and around the ischaemic area. Neurones, 
astrocytes, glia and infi ltrating peripheral mononu-
clear cells expressing TNF-α have been identifi ed 
[22,41,42].

Following severe lateral traumatic brain injury, 
immunohistochemistry localized the early increase 
in TNF-α to neurones of injured cerebral cortex 
[31]. TNF-α positive astrocytes have been localized 
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to focal lesions and this expression occurred relative-
ly late after injury and was maximal at 6 days [43].

The constitutive expression of IL-1β mRNA and 
IL-1β activity in the normal adult rat brain is neuron-
al, although in the striatum and septum much lower 
levels of IL-1β mRNA have been observed and are 
possibly of glial origin [44].

IL-1β mRNA positive cells resembling glia or 
macrophages have been identifi ed after permanent 
focal ischaemia in the rat [45]. Similarly after tran-
sient focal ischaemia, the cells expressing IL-1β 
mRNA were interpreted as being glia and vascular 
endothelial cells [46]. Holmin et al. [43] studied ex-
pression of cytokine mRNA in a contusional injury 
using a weight drop model. Contrary to the fi ndings 
of the majority of the studies, no cytokine mRNA was 
seen within the fi rst 2 days of injury. However, ex-
pression of IL-1β by mononuclear cells and astro-
cytes was described in and around the lesion by days 
4–6 post-trauma. The dominant source of IL-1β was 
thought to be resident microglia and invading 
monocytes.

The constitutive expression of IL-6 mRNA also ap-
pears to be neuronal [47,48]. After transient ischae-
mia, IL-6-positive cells resembling microglia and 
neurones have been observed from 24 hours in the 
ischaemic penumbra [49]. In diffuse traumatic brain 
injury, increased IL-6 expression occurs in neurones, 
although a few IL-6 mRNA positive cells were also 
localized to the meninges and were assumed to be 
macrophages [50]. Following focal traumatic injury, 
mononuclear cells expressing IL-6 mRNA have also 
been described [43].

Signifi cance of cytokine expression
Cytokines have diverse local effects including the 
control of cell growth and differentiation, orchestra-
tion of infl ammatory responses and migration of leu-
cocytes, control of cytotoxic and phagocytic cells, 
wound healing and tissue remodelling. They are also 
important mediators of the whole body metabolic re-
sponse to trauma and infection. Such systemic activ-
ities include induction of fever, adrenocorticotrophic 
hormone (ACTH) release, muscle catabolism, neu-
trophilia and production of acute phase reactants 
such as C-reactive protein and decreased synthesis of 
albumin. 

Interleukin-1
IL-1 appears to act as an endogenous mediator of 
host responses to injury such as fever, anorexia, sick-
ness behaviour, slow wave sleep and alterations in 
neuroendocrine, cardiovascular and immune sys-
tems. These actions are mediated mainly through 
the hypothalamus and can be blocked by local injec-
tion of interleukin-1 receptor antagonist (IL-1ra) 
or antibodies to IL-1β [51]. IL-1 has been shown 
to induce a wide variety of responses, many of 
which could exacerbate neural damage. These in-
clude blood–brain barrier dysfunction, adhesion 
molecule expression, recruitment of immune cells, 
damage to the cerebral vasculature and the release of 
substances such as eicosanoids, β amyloid precursor 
protein, corticotrophin releasing factor, nitric oxide, 
free radicals and activated complement components, 
growth factor and neurotrophin induction, as well as 
modulation of calcium currents, have also been re-
ported and might be benefi cial [51].

Exposure of a monolayer of rat cerebral endo-
thelial cells to IL-1β induces a decline in the 
trans-endothelial resistance suggesting increased 
permeability. This can be completely abolished by 
cyclo-oxygenase inhibition or the introduction of IL-
1ra [52]. Intracisternal recombinant IL-1 induces pe-
ripheral mononuclear cell accumulation in the CSF 
and signifi cantly increased blood–brain barrier per-
meability within 3 hours [53]. Increased IL-1β ob-
served after trauma might be responsible for oedema 
formation occurring after head injury. 

Cultured astrocytes release eicosanoids, predo-
minantly prostaglandin E and thromboxane B2, in 
response to IL-1β [54]. IL-1β also induces the pro-
duction of nitric oxide by astrocytes in culture [55], 
which has been implicated in the generation of free 
radicals after acute brain injury.

On its own, the application to neuronal cultures of 
IL-1β does not result in overt cell death until high 
concentrations are reached. The effect of IL-1β on 
cell viability can depend on the environment cells 
are exposed to. In vitro, cells subjected to hypoxia, 
TNF-α or with withdrawal of nerve growth factor 
(NGF) undergo apoptosis and this can be reduced by 
blocking the IL-1 system [56,57]. Similarly, in vivo, if 
combined with another injurious event such as is-
chaemia or excitotoxicity, intracerebroventricular 

WEB_19.indd   278WEB_19.indd   278 7/5/2006   10:27:07 AM7/5/2006   10:27:07 AM



Brain infl ammation after acute injury   279 

or parenchymal injection exacerbates neuronal 
damage [58,59]. It has been suggested that the net 
effect of IL-1 depends on either the presence of 
threatened neurones or other factors with which it 
interacts [51].

Intracerebroventricular (ICV) injection of IL-1β 
either prior to or following permanent ischaemia, 
enhances the infarct volume and is associated with a 
signifi cant increase in temperature [59,60]. Follow-
ing 60 minutes of transient ischaemia, IL-1β signifi -
cantly increased oedema over that caused by 
ischaemia alone and this was also associated with 
signifi cant increases in infarction size and numbers 
of parenchymal and endothelial cells. Administra-
tion of anti-IL-1β antibody or zinc protoporphyrin, 
an IL-1 blocker, by injection reduced infarction size, 
neutrophil number and brain water content. Radia-
tion induced leucopenia further and augmented the 
reduction in oedema associated with anti-IL-1β anti-
body administration [61].

Further evidence for a pathological role of IL-1β 
comes from experiments using IL-1ra, an endog-
enous inhibitor of IL-1β. ICV IL-1ra administration 
can result in a >50% reduction in infarction volume 
after both permanent and transient ischaemic inju-
ries. Furthermore, the delay in the administration of 
IL-1ra to 3 hours after the onset of transient ischae-
mia sustained a signifi cant reduction in lesion vol-
ume by 46%, an effect that may be clinically useful 
[58,60,62]. Intravenous administration of IL-1ra 
during permanent middle cerebral artery occlusion 
has also been shown to be protective with signifi cant 
reductions in weight loss, neuronal necrosis, lesion 
size and leucocyte recruitment in the ischaemic 
hemisphere in rats. Neurological function in the 
treated animals also improved signifi cantly with 
time [63].

Similarly, the administration of IL-1ra ICV imme-
diately following fl uid percussion injury and contin-
uing for 48 hours reduced cortical damage by 40%. 
When the fi rst administration was delayed until 
4 hours after injury, the reduction in damage re-
mained signifi cant at 28% [64].

Tumour necrosis factor-a
The role of TNF-α in brain injury as a whole is contro-
versial. Harmful effects of TNF include induction 

of infl ammatory mediators, breakdown of the 
blood–brain barrier and exacerbation of ischaemic 
insults. However, protective effects against excitato-
ry amino acids (EAA) and oxidative stress have been 
observed.

In vitro studies of TNF-α function have generated 
confl icting results, some studies suggesting harmful 
effects of this cytokine and others benefi cial effects. 
Some of the observed differences may occur because 
of differences in the maturity of cells used in culture, 
the concentration of TNF-α administered or the tim-
ing of the TNF-α administration.

In cultured fetal neurones, addition of TNF-α po-
tentiates glutamate toxicity and is associated with re-
duced glutamate metabolism and uptake [65]. TNF-α 
also induces necrotic changes in oligodendrocytes 
and degeneration of myelin [66–68]. Damage to oli-
godendrocytes in culture can be prevented by inhibi-
tors of nitric oxide and TNF-α. Anti-TNF-α inhibits 
nitric oxide production, implying a toxic mechanism 
for TNF-α via nitric oxide [68]. TNF-α may cause di-
rect damage to the endothelium, because high con-
centrations have been found to alter cell morphology 
in cerebral endothelial cells. TNF-α also induces ni-
tric oxide and endothelin expression in endothelial 
cell cultures. This would suggest a possible role for it 
in the altered cerebrovascular responsiveness after 
acute brain injury [69]. Endothelial cells and astro-
cytes cultured with TNF-α also express intercellular 
adhesion molecule 1 (ICAM-1) [70]. Conversely, 
pretreatment of rat embryonic neurones with TNF-α 
is protective against glucose deprivation and excita-
tory amino acids, stabilizing the elevation of intracel-
lular calcium [71]. TNF-α pretreatment also protects 
neurones from oxidative stress [72,73] through in-
duction of manganese superoxide dismutase and in-
hibits mitochondrial peroxynitrite formation and 
lipid peroxidation [73]. TNF-α also induces prolifer-
ation of astrocytes in culture and has been implicated 
in gliosis associated with brain injury [74].

A possible explanation for the inconsistency in the 
in vitro results presented could be because of the limi-
tations of studying the effects of single agonists on a 
single cell type, cultured in isolation. The infl amma-
tory response clearly involves multiple mediators 
acting simultaneously. In human fetal brain cell cul-
tures composed of neurones and glia, individually 
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neither IL-1β nor TNF-α were toxic. However, in 
combination they caused marked neuronal injury 
and substantial amounts of nitric oxide were pro-
duced. Blockade of nitric oxide production was ac-
companied by a marked reduction in neuronal 
injury, suggesting that the production of nitric oxide 
by astrocytes [55] has a role in cytokine-induced 
neurotoxicity. The addition of N-methyl-D-aspartate 
(NMDA) receptor antagonists to the cell cultures also 
blocked toxicity, implicating these receptors in the 
response. Treatment of brain cell cultures with IL-1β 
plus TNF-α was found to inhibit glutamate uptake 
and astrocyte glutamine synthase activity, two major 
pathways involved in NMDA receptor-related neu-
rotoxicity [75]. Taken together, these fi ndings pro-
vide some indication of how multiple mediators 
might interact in disease. The combined administra-
tion of cytokines augmented NMDA-mediated tox-
icity, and this was associated with nitric oxide 
generation and lipid peroxide damage to cell 
membranes [76,77].

In vitro exposure of cerebral endothelial cell mon-
olayers to TNF results in increased permeability 
which, like IL-1β, is abolished by cyclo-oxygenase 
inhibition [52]. Intracisternal TNF-α resulted in CSF 
infl ammation [78].

The role of TNF-α in stroke has been widely inves-
tigated. Pretreatment of rats with intracisternal TNF-
α, 24 hours before either permanent or transient 
ischaemia, signifi cantly increased infarct size as-
sessed at 24 hours [79]. However, pretreatment of 
mice intracisternally with a much larger dose of TNF-
α, 48 hours prior to permanent middle cerebral ar-
tery occlusion was found to reduce infarct volume at 
24 hours [80]. Blocking endogenous TNF-α with re-
peated doses of either monoclonal antibody or solu-
ble TNF-receptor I, prior to injury, reduced focal 
ischaemic injury 24 hours after permanent middle 
cerebral artery occlusion [79]. Intracortical adminis-
tration of anti-TNF-α antibodies and topical TNF 
binding protein (TBP) after onset of ischaemia also 
signifi cantly reduced lesion size [81,82]. Similarly, 
antagonizing the TNF-α system reduces lesion vol-
ume after transient ischaemia [83].

However, there is evidence that TNF-α can also 
be supportive. Pretreatment with intracisternal 
TNF-α 48 hours prior to permanent middle cerebral 

artery occlusion reduced infarct volume [80]. In 
animals defi cient in TNF receptors, damage to neu-
rones caused by focal ischaemia and seizures was in-
creased. Oxidative stress was increased and levels of 
antioxidant enzymes reduced, suggesting that TNF 
protects neurones by stimulating antioxidant path-
ways [84]. Chronic defi ciency in TNF-α function 
might lead to the loss of neuroprotective mecha-
nisms but acute overexpression could be equally 
detrimental.

In trauma models, the acute expression of TNF-α 
also appears harmful. Both prevention of TNF pro-
duction by pentoxifylline (PTX) and the administra-
tion of TBP have been used to reduce the activity of 
TNF-α, resulting in signifi cantly less peak oedema 
formation at 24 hours and improved recovery of 
motor function over the fi rst 4 days. TBP also attenu-
ated disruption of the blood–brain barrier and pro-
tected hippocampal cells [85]. ICV administration of 
a selective TNF antagonist improved performance in 
a series of standardized motor tasks at 7 and 14 days 
after injury [31]. 

In animals chronically defi cient in TNF, the bene-
fi ts of a lack of TNF at the time of the injury are also 
seen. However, TNF may also have an important role 
in recovery from injury. In genetically modifi ed TNF 
defi cient animals, mortality was signifi cantly de-
creased at 1 week compared with wild-types in an 
experimental trauma model. In the 24 hours after 
injury, no signifi cant differences in the degree of 
blood–brain barrier dysfunction, infi ltration of neu-
trophils or cell death were found between the defi -
cient and wild-type animals. Neurological outcome 
assessed over 7 days was not signifi cantly different 
between the two groups, although the TNF knock-
outs trended towards better recovery at 7 days [86]. 
In another study, mice genetically defi cient in both 
TNF-α and lymphotoxin-α (LT-α or TNF-β) were 
subjected to controlled trauma. These animals also 
had signifi cantly less severe neurological defi cits 
when compared with brain injured wild-types at 
48 hours post-injury. However, at 7 days post-injury 
there was no difference in motor scores between the 
knockouts and the wild-types and by 2–3 weeks the 
wild-type motor score had recovered to baseline 
while the TNF defi cient mice had persistent defi cit. 
Histological examination showed that initially there 
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was no difference in the cortical injury cavity volume 
at 1 week post-injury between TNF defi cient and 
wild-type animals. However, the injury volume in-
creased more in the TNF defi cient mice, becoming 
signifi cantly greater by 4 weeks post-injury [87]. 
Acute TNF expression would therefore appear harm-
ful, but in the longer term the ability to express TNF-
α is associated with less histological damage and 
better recovery.

Interleukin-6
The precise role of IL-6 in the response of the brain to 
injury remains unclear. Interleukin-6 has been 
shown to have a neurotrophic action, supporting 
the survival of catecholaminergic and cholinergic 
neurones in culture [88–90]. In vivo infusion of exci-
totoxic amounts of NMDA into the rat striatum re-
sulted in a reduction in the number of cholinergic 
and GABAergic neurones at 2 days post-injection. 
Co-infusion of IL-6 reduced the loss of cholinergic 
but not GABAergic neurones [91]. The CSF of pa-
tients after traumatic brain injury has been shown to 
contain IL-6 and to induce NGF production in astro-
cytes. The induction of NGF was inhibited by the ad-
dition of anti-IL-6 antibodies, implying a protective 
role for IL-6. However, chronic overexpression of IL-
6 in mice leads to the development of severe neuro-
logical disease with neurodegeneration, astrocytosis 
and angiogenesis [92]. As with IL-1β and TNF-α, IL-
6 increases endothelial monolayer permeability in 
vitro [52,53,93].

Cytokines and 
leucocyte recruitment

Injury to the brain is associated with infi ltration of 
leucocytes and activation of microglia. However, this 
differs with respect to the kinetics and nature of the 
cellular infi ltrate compared with that seen out with 
the CNS, the brain parenchyma appearing resistant 
to leucocyte recruitment. For example, the neuronal 
degeneration induced by intracerebral injection of 
kainic acid or the introduction of pro-infl ammatory 
stimuli such as lipopolysaccharide (LPS), IL-1β or 
TNF-α, fails to induce an acute infl ammatory re-
sponse in the parenchyma. In the fi rst 24–48 hours, 
polymorphonuclear cells accumulate in blood ves-

sels and local activation of microglia occurs. In 
contrast to the parenchyma, numerous leucocytes 
were localized to the meninges, choroid plexus and 
ventricles [94].

In peripheral tissue such as skin, IL-1β induces 
TNF-α and vice versa and there is a similar accumu-
lation of neutrophils and monocytes within hours 
[95–97]. In the CNS, more specifi c responses to inju-
ry have been reported which tend to be delayed and 
related to the area studied. Microinjection of IL-β in 
to the striatum induces de novo IL-1β but not TNF-α 
and TNF-α did not induce TNF-α or IL-1β production 
[97]. IL-1β tended to be associated with recruitment 
of mononuclear cells, whereas TNF-α injection led to 
the recruitment of monocytes although this devel-
oped slowly over 24 hours [98].

Both ischaemic injuries and traumatic lesions to 
the brain are associated with characteristic patterns 
of leucocyte infi ltration and glial activation. Focal 
ischaemia to the brain may be either permanent, or 
transient with reperfusion. This distinction is as-
sociated with variation in the temporal pattern of 
leucocyte recruitment in to the affected tissue. 
Polymorphonuclear cells, mainly neutrophils, are 
the predominant leucocytes to infi ltrate the paren-
chyma initially after ischaemia. These are then fol-
lowed by monocytes and lymphocytes [99,100]. In 
human stroke and ischaemia models, maximal neu-
trophil infi ltration occurs within 72 hours of ischae-
mia onset [101], whereas monocyte infi ltration 
peaks at 7 days [102]. In addition to infi ltrating 
monocytes, resident cerebral microglia, derived from 
the same origins as monocytes and macrophages, 
become reactive.

Traumatic injury to the brain occurs either as di-
rect ‘focal’ tissue destruction or the result of accelera-
tion–deceleration injury, stretching neurones and 
leading to temporary dysfunction or permanent 
disconnection, a process known as ‘diffuse axonal 
injury’ [103]. Leucocyte recruitment and cytokine 
expression appears to be more signifi cant in focal 
rather than diffuse injuries [104,105]. Focal injuries 
are characterized by marked invasion of neutrophils 
and mononuclear phagocytes. In diffuse injury, leu-
cocyte invasion of the parenchyma is much less sig-
nifi cant, the dominant reactive cells being resident 
microglia. 

WEB_19.indd   281WEB_19.indd   281 7/5/2006   10:27:07 AM7/5/2006   10:27:07 AM



282   Chapter 19

Following cerebral contusion, neutrophil accu-
mulation peaks within the fi rst 2 days. Monocytes, 
macrophages and reactive microglia also accumulate 
in and around the lesion within the fi rst 2 days of 
injury. Thereafter, marked increases in these cells 
occurs until days 4–6 and then declines by day 8. T 
lymphocytes and natural killer (NK) cells are also re-
ported in lower numbers but in a similar temporal 
profi le. Reactive astrocytes are seen from day 2 
onwards [106,107].

The effect of leucocyte accumulation
Blood fl ow
Accumulation of circulating leucocytes after injury is 
generally considered harmful, impairing perfusion 
and releasing toxic mediators. Neutrophils and 
monocytes have been observed plugging capillaries 
and venules after both transient and permanent is-
chaemic insults [108]. Defi cient microvascular per-
fusion, ‘no-refl ow’, was reported to occur in >60% of 
capillaries within 1 hour of reperfusion following 
middle cerebral artery occlusion [108]. Induction of 
neutropenia with mechlorethamine or antineu-
trophil antibody or a reduction in leucocyte adher-
ence to the endothelium preserves cerebral blood 
fl ow and function after ischaemia [109]. Following 
45 minutes of ischaemia in neutropenic mice, infarct 
volume was reduced by 67%. Neurological defi cit 
was signifi cantly reduced, while cerebral blood fl ow 
was signifi cantly increased [109].

Polymorphonuclear leucocytes
Polymorphonuclear leucocytes contain numerous 
potentially toxic agents such as myeloperoxidase 
and elastase and are potent generators of free radi-
cals. In vitro co-culture of neutrophils with hippo-
campal neurones is associated with increased cell 
death [110]. Intracerebral accumulation of neu-
trophils is associated with the breakdown of the 
blood–brain barrier  —  an effect prevented by the in-
duction of neutropenia [111]. Following transient 
ischaemia, depletion of circulating neutrophils with 
an antineutrophil antibody (RP3) inhibited the in-
crease in extracellular radical concentration after 
reperfusion, reduced infarct size and the extent of 
oedema [112].

Monocytic cell lines
Microglia are the resident macrophages of the brain, 
phagocytosing damaged cells and scavenging debris 
[113]. Monocytes and resident microglial cells have 
been implicated in free radical generation and exci-
tatory amino acid-like toxin production. Microglia 
are a source of superoxide [114] and nitric oxide 
[115]. In addition, drugs such as chloroquine and 
colchicine have been found to inhibit mononuclear 
cell secretion and phagocytic function and adminis-
tration of these compounds following transient mid-
dle cerebral artery occlusion has been shown to 
reduce the number of reactive mononuclear phago-
cytes in infarcted tissue  —  an effect that was asso-
ciated with a reduction in the neurone killing activity. 
The increase in reactive mononuclear cells and 
neurotoxic activity was not seen until 2 days after 
the insult [113].

Adhesion molecules
The recruitment of leucocytes from the blood into 
infl amed parenchyma requires interaction between 
the leucocytes and the vascular endothelium. Three 
major protein families have been identifi ed that have 
a role in these leucocyte–endothelial interactions: 
the selectins, β2-integrins, and the intracellular ad-
hesion molecules (ICAMs) [3].

The selectin family includes E-selectin, P-selectin 
and L-selectin. These mediate adhesion by binding to 
carbohydrate residues on glycoproteins and glycoli-
pids [3]. P-selectin and E-selectin are unregulated on 
activated endothelium, while L-selectin is constitu-
tively expressed on leucocytes. The β2-integrins are 
heterodimeric proteins consisting of a common β-
chain, CD18 and differing α-chains, CD11a, b or c. 
Members of this family include lymphocyte func-
tion-associated antigen (LFA; CD11a/CD18), Mac-1 
(CD11b/CD18) and p150.95 (CD11c/CD18). The in-
tegrins expressed by leucocytes bind to endothelial 
surface proteins of the immunoglobulin superfamily 
(ICAM-1, ICAM-2, ICAM-3, VCAM-1).

Under the action of pro-infl ammatory mediators, 
endothelial cells up-regulate factors associated with 
leucocyte transmigration [104]. For instance, both 
TNF-α and γ-interferon (IFN-γ) can increase ICAM-1 
expression in microglia culture [116]. Similarly, 
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TNF-α, IL-1β and IFN-γ increase ICAM-1 expression 
in cultured human brain microvessel endothelial 
cells [117]. TNF-α also induces expression of 
vascular cell adhesion molecule 1 (VCAM-1) and 
E-selectin in CNS endothelial cells in vitro [118].

During recruitment to sites of infl ammation, leu-
cocytes initially tether ‘loosely’ to the endothelium, 
rolling along it with the haemodynamic shear forces, 
an interaction mediated by the selectin family. Leu-
cocyte activation then leads to integrin–ICAM inter-
action and fi rm adherence to the endothelium prior 
to migration across the vessel wall (Fig. 19.3) [119]. 
ICAM-1 and E-selectin mRNA are induced in the is-
chaemic cortex within hours of experimental injury 

[120], while ICAM-1 and P-selectin have been local-
ized to blood vessels of ischaemic cerebral tissue 
[109,121]. ICAM-1 positive vessels have also been 
identifi ed in human cerebral cortical infarcts along 
with LFA positive cells [122].

The signifi cance of adhesion molecules in the pa-
thology of the infl ammatory process is indicated 
by the reduction in leucocyte recruitment and 
parenchymal damage following administration of 
anti-adhesion molecules in ischaemic and traumatic 
injuries. Following 2 hours of ischaemia, administra-
tion of anti-CD11b antibody, repeated at 22 hours, 
signifi cantly reduced infarct volume by 43%. Tissue 
neutrophil numbers assessed at microscopy were 
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Figure 19.3 Chemokines expressed in infl amed tissue 
lead to the recruitment of circulating leucocytes. 
Circulating white cells roll across the endothelium, 
tethered loosely by selectins. Chemokines on the 
endothelial surface interact with receptors on the 
leucocytes resulting in conformational changes in 

integrins facilitating there fi rm binding to adhesion 
molecules. The leucocytes now held on the endothelial 
surface can then migrate into the damaged tissue. CCR, 
CC, chemokine receptor; CXC, CXCR, chemokine 
receptor; ICAM, intercellular adhesion molecule 1; IL, 
interleukin; TNF-α, tumour necrosis factor α.
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also signifi cantly reduced, as were neurological func-
tion scores [123]. When the initial dose of anti-
CD11b antibody was delayed for 1 hour, the lesion 
volume was still signifi cantly reduced by 28% [124]. 
Further work by the same group examined the effect 
of anti-integrins given as a single, but larger, dose of 
anti-CD11b antibody administered only on reper-
fusion. This resulted in an approximately 53% re-
duction in infarct volume [125]. The effect of 
anti-ICAM antibodies has also been investigated and 
showed a benefi cial effect on infarct size, neutrophil 
accumulation and oedema [126]. However, al-
though effective, increasing the duration of the is-
chaemic insult prior to reperfusion and delaying the 
time of administration appears to reduce the effec-
tiveness of anti-adhesion molecule therapy.

In trauma, the administration of ICAM-1 antibody 
was associated with the fi nding of improved motor 
function and reduced neutrophil accumulation 
when administered to rats after trauma (from 1 hour 
post-injury) [127]. However, it is noteworthy that in 
this study, some protection was also seen when a 
non-specifi c antibody was given. In ICAM-1 gene 
defi cient animals the situation is even less clear. Al-
though ICAM-1 could be detected in the choroid 
plexus and cerebral endothelium of wild-type mice 
at 24 hours post-injury, there was no difference in 
neutrophil accumulation, lesion volume or outcome 
between ICAM-1 knockouts and wild-type animals 
[128]. This may refl ect the diffi culties in using knock-
out animals to represent wild-type acute pathology. 

Chemokines

In addition to the expression of adhesion molecules, 
another group of peptides, the chemokines, have 
been found to be required for the recruitment and 
parenchymal infi ltration of leucocytes. Chemokines 
are a subgroup of the cytokine family known to be 
chemotactic for leucocytes. This family consists of 
over 50 ligands acting on multiple receptors. All 
members contain a conserved sequence of 2–4 
cysteine units. The position of the fi rst two cysteines 
of this grouping has been used to further divide the 
chemokines into subgroups, the CXC, CC, C and 
CX3C or α, β, γ and δ chemokines. The largest and 
most comprehensively described subgroups are the 

CXC and CC families. The CXC are further subclassi-
fi ed based on the presence of a glutamic acid-leu-
cine-arginine tripeptide motif (ELR). The α-CXC-ELR 
positive chemokines, IL-8, growth regulated onco-
gene (GRO) and macrophage infl ammatory protein 
(MIP-2) are predominantly neutrophil chemoat-
tractants. The α-CXC-ELR negative chemokines 
such as interferon inducible protein-10 (IP-10) at-
tract lymphocytes and monocytes. The β-CC chem-
okines, monocyte chemoattractant protein (MCP-1), 
regulated on activation normal T cells expressed and 
secreted (RANTES) and macrophage infl ammatory 
protein-1α and β (MIP-1α, MIP-1β) principally at-
tract monocytes, lymphocytes, eosinophils and 
basophils [129].

Chemokine expression
Signifi cant elevation of IL-8 has been measured in 
the CSF of children early after traumatic brain injury. 
Levels were equivalent to those seen in bacterial 
meningitis and there was a strong association with 
CSF IL-8 concentrations and mortality [130]. In 
adults with severe traumatic brain injury, signifi -
cantly elevated IL-8 concentrations were measura-
ble in CSF from the fi rst 24 hours and up to 21 days 
after injury. CSF from patients was found to induce 
NGF expression in cultured mouse astrocytes, an ef-
fect reduced by pre-incubation of CSF with anti-IL-8 
antibodies [131].

Chemokine expression has been described in in 
vitro experiments using a wide variety of cells perti-
nent to the CNS. Astrocytes produce MIP-2 and IL-8 
when incubated with pro-infl ammatory cytokines 
such as TNF-α or IL-β [40,41,132,133]. Brain micro-
vascular endothelial cells also release MIP-2 in cul-
ture with TNF-α, although compared with the 
astrocytes, the other major component of the blood–
brain barrier, this is substantially less.

Human microglia also express IL-8 and this can be 
signifi cantly reduced in in vitro experiments by pre-
incubation with anti-infl ammatory cytokines such 
as IL-4, IL-10 and tissue growth factor β1 (TGF-β1) 
[133]. Microglia, but not astrocytes, subjected to 
8 hours of hypoxia and 24 hours of reoxygenation, 
express MIP-2. With a more severe hypoxic injury of 
12 hours, microglial death was observed and no in-
crease in MIP-2 detected. In contrast, although an 

WEB_19.indd   284WEB_19.indd   284 7/5/2006   10:27:07 AM7/5/2006   10:27:07 AM



Brain infl ammation after acute injury   285 

increase in MIP-2 was not observed in astrocyte cul-
tures, these cells maintained their viability even with 
12 hours of hypoxia. Although MIP-2 expression 
was not observed until 12 hours of hypoxia, it in-
creased further with longer durations of insult. Im-
munohistochemistry localized the MIP-2 production 
to the microglia [134].

Microglia express MIP-1α and MIP-1β but not 
MCP-1 in response to infl ammatory mediators [135]. 
CNS endothelial cells display up-regulation of MCP-
1 on culture with TNF-α and IL-1β, which can be in-
hibited by co-treatment with dexamethasone. Aortic 
endothelial cells were found to have a greater base-
line expression of MCP-1 than CNS endothelial cells. 
This is possibly in keeping with the relative resistance 
of the CNS to infl ammation [136].

In rabbits subjected to transient focal ischaemia, 
tissue IL-8 levels were increased after 6 hours of 
reperfusion and IL-8 was localized to vessels and in-
fi ltrating neutrophils [137]. MCP-1 mRNA induc-
tion has been described following both permanent 
and transient middle cerebral artery occlusion [138–
140]. MCP-1 and MIP-1α mRNA are induced in is-
chaemic rat cortex within hours of injury [138,140]. 
Double-labelling hybridization identifi ed astrocytes 
and microglia/macrophages as the source of MCP-1. 
MIP-1α was localized to microglia/macrophages 
only [140].

Following a penetrating traumatic injury, astro-
cytes express MCP-1 mRNA and protein. Messenger 
RNA is present within 5 hours and protein levels are 
elevated 10–24 hours after injury [141]. Removal of 
a segment of cerebral cortex induces, in the remain-
ing tissue, MCP-1 mRNA and expression peaks at 
12–24 hours. This is associated with localized micro-
glial activation and macrophage accumulation at the 
site of the lesion, which increases in the days after 
injury [142].

Following closed head injury in mice, increased 
MIP-2 protein was increased and peaked at 4 hours 
and was signifi cantly less in TNF/LT-α knockout ani-
mals. Regulation by TNF/LT-α was therefore implied 
[143].

In an attempt to identify how CNS damage induces 
chemokine expression, treatment of brain slice cul-
tures has been compared with astrocyte cultures. 
When corticostriatal slice cultures were subjected to 

an excitotoxic injury with NMDA, MCP-1 was in-
duced in astrocytes, with MCP-1 release into the cul-
ture medium. In contrast, NMDA treatment of 
astrocyte cultures did not induce production of MCP-
1. This suggests that damage to neurones leads to sig-
nal transmission to astrocytes inducing MCP-1 
production [140].

In common with cytokines, the chemokine family 
displays a diverse range of functions within the CNS. 
Many of these are incompletely characterized. 
Chemokine receptors have been identifi ed on neu-
rones, glia and endothelial cells of normal brains. In 
addition to chemotactic effects on leucocyte popula-
tions, important roles in the migration of multipo-
tent progenitor cells and cell proliferation during 
CNS development have been described. Chemokine 
modulation of synaptic activity, neurotrophic ef-
fects, induction of the febrile response and anorexia 
have also been reported [129].

Intrahippocampal microinjection of chemokines 
has been studied in mice. Both MIP-2 and IL-8 
induce predominant neutrophil recruitment by 
24 hours and some monocytic cells were also present 
by 48 hours. Endothelial activation indicated by 
ICAM-1 expression was also noted. MIP-2 evoked a 
widespread response compared to IL-8. This would 
be consistent with species differences in the domi-
nant α-chemokine. The recruitment of neutrophils 
was associated with increased blood–brain barrier 
permeability. Mice rendered leucopenic by prior 
irradiation did not display leucocyte recruitment or 
blood–brain barrier breakdown. MCP-1 was the 
most potent monocyte chemoattractant of the β 
chemokines tested in this study. Monocyte recruit-
ment was associated with limited blood–brain barrier 
breakdown and with ICAM-1 expression. RANTES 
and IP-10 were associated with minimal monocytic 
infi ltration [145].

This study supports the role of chemokines in the 
recruitment of leucocytes to the CNS after injury and 
is consistent with studies in animals overexpressing 
chemokines [146]. In addition it also demonstrates 
some additional features of the uniqueness of the 
cerebral infl ammatory response compared to pe-
ripheral infl ammation. Most noteworthy is that, 
consistent with observations that acute infl amma-
tory stimuli provoke a diminished response in the 
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CNS, the effect of the α-chemokines on neutrophil 
recruitment is delayed [94,96,146]. Whereas IL-8 
causes maximal recruitment of neutrophils into the 
skin of rabbits after 30 minutes [147], in this study 
neutrophil recruitment was not evident 6 hours after 
administration, the earliest time point studied. Simi-
larly, despite the introduction of MCP-1, monocyte 
chemotaxis was also delayed compared to peripheral 
models of infl ammation. Furthermore, although 
RANTES and IP-10 are chemotactic for lymphocytes 
after dermal injection only occasional cells were seen 
in the brain [111].

Antagonism of chemokine function
Some limited evidence for the potential benefi t of 
the inhibition of chemokine function exists at 
present. In rabbits subjected to transient focal ischae-
mia, the administration of an anti-IL-8 antibody re-
duced oedema and infarct size compared with 
controls [137]. Viral macrophage infl ammatory pro-
tein-2 (vMIP-2) is a chemokine-like peptide with a 
broad spectrum of antagonistic activity against 
chemokine receptors [148]. ICV administration of 
vMIP-2 1 hour prior to ischaemia results in a dose-
dependent reduction in infarct volume at 2 days 
post-ischaemia. The number of activated microglia/
macrophages were signifi cantly decreased in the 
vMIP-II treated group [140].

Anti-infl ammatory strategies

Following injury to the brain, multiple derange-
ments in neurochemistry occur. It is now clear that, 
via complex interrelated processes, much of this de-
rangement is potentially harmful to the surviving 
neurones. Logically, neurological recovery could 
only benefi t from attenuation of this chemical 
secondary injury. This approach is supported by 
laboratory studies antagonizing pro-infl ammatory 
mediators and leucocyte recruitment. However, 
these benefi ts have not yet been translated into clini-
cal practice. In the fi nal part of this review we exam-
ine some of the anti-infl ammatory strategies that are 
topical or likely to be so in the near future.

Steroids
Steroid molecules have been used in the treatment 

of traumatic brain injury for over 30 years. This use 
has been largely empirical and has concerns, such as 
the increased risk of pneumonia and gastrointestinal 
haemorrhage in critically ill patients. Until recently, 
neither moderate benefi ts nor moderate harmful ef-
fects of steroid administration to patients with trau-
matic brain injury could be excluded [149,150].

Although the precise biochemistry of infl amma-
tion has not yet been fully defi ned, laboratory work 
with antagonists of pro-infl ammatory cytokines 
supports the concept of modulating the infl amma-
tory response in order to improve outcome after 
brain injury. Glucocorticoids inhibit many aspects of 
the infl ammatory response including the expression 
of pro-infl ammatory cytokines by monocytic cell 
lines [151]. Therefore, it is entirely reasonable to 
suppose that the antagonism of infl ammation via 
corticosteroid administration might improve out-
come in acute brain injury. Laboratory data support-
ing the use of steroid molecules in both ischaemic 
and traumatic injuries are available. However, the 
available clinical data do not support the routine use 
of steroids.

Following middle cerebral artery occlusion, both 
protective and deleterious effects of steroid action 
have been reported. Methylprednisolone given in-
travenously starting 30 minutes after commence-
ment of 4 hours of ischaemia, and continuing for 
23 hours, produced evidence of neuroprotection. 
Experimental and control animals showed similar 
early mortality rates, but in the surviving methyl-
prednisolone treated animals mean infarct size was 
more than six times smaller than in the control 
group. The methylprednisolone treated animals 
also had a less marked reduction in cerebral blood 
fl ow during ischaemia [152]. In contrast to this 
fi nding, metyrapone, an 11-β-hydroxylase inhibitor 
of glucocorticoid production, signifi cantly reduces 
infarct volume and cell loss when given intravenous-
ly 30 minutes prior to middle cerebral artery occlu-
sion, transient global forebrain ischaemia or kainic 
acid induced excitotoxic insult. A harmful effect of 
intact glucocorticoid production on neuronal viabili-
ty was implied [153]. Differences in the timing of the 
glucocorticoid administration and the steroid con-
centrations achieved might account for the differing 
results obtained. Dexamethasone administered to 
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neurones in culture prior to oxygen-glucose depri-
vation exaggerated injury, whereas continuous ap-
plication prior to, during and after insult protected 
neurones [154].

In a mouse model of closed head injury, the ad-
ministration of a large (30 mg/kg) intravenous dose 
of methylprednisolone within 5 minutes of the inju-
ry signifi cantly improved motor function when as-
sessed at 1 hour. A 15-mg/kg dose was less effective 
and larger doses ineffective. A 60 mg/kg dose of pred-
nisolone was also benefi cial, while hydrocortisone 
was of no benefi t [155]. High-dose methylpred-
nisolone (30 mg/kg initially) given to severely head 
injured patients within 6 hours of injury has been as-
sociated with a signifi cant reduction in mortality 
from 52% in the low dose and placebo group to 39% 
in the high dose group. In patients less than 40 years 
of age this reduction was greater: 43% in the low 
dose and placebo groups compared with 6% in those 
receiving the high dose. No signifi cant difference in 
outcome was seen in the low dose methylprednisolo-
ne group compared with placebo [156]. A lower dose 
of methylprednisolone also failed to produce a sig-
nifi cant difference in outcome at 6 months after in-
jury [157]. Triamcinolone has also been shown to 
improve outcome after severe traumatic brain inju-
ry. However, this improvement in outcome was sig-
nifi cant in a subgroup of patients who had a focal 
lesion and were Glasgow coma score (GCS) <8 on ad-
mission [158].

Unfortunately, clinical benefi t of steroid treatment 
in traumatic brain injury has not been a consistent 
fi nding. Dexamethasone administered to head in-
jured patients failed to statistically improve mortality 
at 1 month or outcome at 6 months and no benefi cial 
effect on intracranial pressure (ICP) was seen in the 
steroid treated groups [159–162].

Compared with controlled animal models, clinical 
trials involve varying severities and complexities of 
head injury and so have much greater intersubject 
variability. Many of the trials conducted so far have 
therefore lacked the power to detect a meaningful 
effect of steroid administration. Indeed, until recent-
ly the aggregate total of patients in previous studies 
was only approximately 2300 [163]. In an attempt to 
address some of these issues, the corticosteroid rand-
omization after signifi cant head injury (CRASH) trial 

was undertaken. After recruiting 10 008 patients, in-
terim analysis suggested the trial be stopped and 
early outcome data published. Patients with a head 
injury and a GCS of 14 or less were randomized to 
receive either a methylprednisolone infusion for 
48 hours or placebo. The mortality within 14 days 
was signifi cantly higher in the steroid treated group 
than placebo, 21.1% versus 17.9%, respectively 
(relative risk 1.18; 95% confi dence interval 1.09–
1.27; P = 0.0001) [164].

One explanation for a failure to demonstrate a 
benefi cial effect of steroid treatment in clinical trau-
matic brain injury could be that the immune re-
sponse to brain trauma is not uniform. Focal injuries 
are characterized by marked leucocyte recruitment 
[43,104,106,145,165,166]. In diffuse injuries, the 
dominant response is microglial activation [105]. 
The anti-infl ammatory effect of steroid molecules 
might therefore be greater in some patients than 
others and more diffi cult to detect in a mixed group 
of brain injuries.

Hypothermia
Mild hypothermia (body temperatures of 32–34°C) 
is associated with modulation of the infl ammatory 
process. Clinical examples of neuroprotection exist, 
although the effect has not yet been shown to be a 
universal one. Hypothermia reduces tissue damage 
in both permanent and transient models of ischae-
mic stroke. However, benefi t is lost the longer the 
delay between ischaemia onset and cooling [167]. In 
animals subjected to lateral fl uid percussion injury, 
early cooling of the brain  —  within minutes  —  to 
30°C for 3 hours reduced neuronal necrosis, contu-
sion volume and suppressed the increase in hydroxyl 
radicals and glutamate [168,169]. Similarly, follow-
ing controlled cortical impact, reducing the brain 
temperature within 10 minutes, to 32°C for 4 hours, 
reduced neutrophil accumulation at that time [170]. 
For survivors of out-of-hospital cardiac arrest, 12–
24 hours of hypothermia at 32–34°C signifi cantly 
improved survival with good neurological function 
compared with normothermia [171,172]. In patients 
with traumatic brain injury, moderate hypothermia 
was associated with a reduction in CSF glutamate 
and IL-1β [173], and both systemic and jugular 
venous IL-6 [174].
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A small randomized controlled phase II trial of 
hypothermia (32–33°C) versus normothermia for 
48 hours in 46 patients with severe traumatic brain 
injury concluded that hypothermia was safe. How-
ever, no statistically signifi cant improvement in out-
come was seen, possibly because of the small sample 
size [175]. In a subsequent trial, 87 patients were 
again randomized to receive moderate hypothermia 
or normothermia. The patients were prospectively 
stratifi ed by GCS: 3–4 and 5–7 at randomization. 
Cooling was achieved for an average of 10 hours 
post-injury and maintained for a further 24 hours. 
Outcome was assessed by Glasgow outcome scale 
(GOS) at 3, 6 and 12 months after injury. GCS 3–4 
patients at initial presentation did not benefi t from 
hypothermia, whereas GCS 5–7 patients had signifi -
cantly better GOS scores at 3 and 6 months and a ten-
dency to better recovery at 12 months [172]. In the 
largest multicentre clinical trial to date of moderate 
hypothermia, 392 patients with severe traumatic 
brain injury were randomized to receive either hy-
pothermia or normothermia for 48 hours. No signifi -
cant benefi t of treatment on outcome was found. 
Hypothermic patients had a greater incidence of 
bleeding, sepsis and pneumonia [176]. However, it 
should be noted that the time to reach target temper-
ature in the hypothermia group was approximately 
8 hours after injury. Because infl ammatory events 
occur early after injury, the delay in reaching the tar-
get temperatures in these two studies might have sig-
nifi cantly undermined the effectiveness of the 
hypothermia. The latter trial might have been fur-
ther weakened by signifi cant intercentre differences 
in the incidence of low mean arterial blood pressure 
and cerebral perfusion pressure, use of vasopressors 
and incidence of dehydration [177]. The National 
Acute Brain Injury Study: Hypothermia II (NABISH 
II) is currently recruiting patients to repeat these 
studies concentrating on early cooling [178].

Interleukin-1 receptor antagonist
Intracerebroventricular or peripheral IL-1ra inhibits 
ischaemic [58,60,63,80] and traumatic damage [64]. 
It can be administered as late as 4 hours after the 
onset of insult with signifi cant reduction in lesion 
volume [62,64]. IL-1ra is licensed for the treatment 
of rheumatoid arthritis [179] and is currently under-
going phase II trials in stroke [180]. However, it is a 

large molecule (17 kDa) and while it can cross the 
blood–brain barrier in rodents, concern has been ex-
pressed about the adequacy of this in brain injury 
[181].

Conclusions

The interplay of pathological mediators initiated by 
trauma to the brain is by no means adequately descr-
ibed. However, it is already apparent that this process 
is diverse and extremely complex. It is the refore un-
likely that one single class of agent will be suffi cient 
to modulate the pathology enough to improve out-
come. Instead, time-specifi c administration of di-
verse agents, analogous to chemotherapy, might be 
required. In the meantime, newer classes of agents 
and therapies aimed at targeting multiple aspects of 
the infl ammatory response are being evaluated both 
in experimental models and in clinical trials. 
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CHAPTER 20

Heart failure
Sze-Yuan Ooi, Christopher Pepper and Stephen Ball

Introduction

Heart failure is a common and deadly disorder. It af-
fects approximately 900 000 people in the UK today 
and costs the National Health Service an estimated 
£905 million per annum [1,2]. Community-based 
echocardiographic studies have revealed that only 
50% of people with impaired left ventricular systolic 
function are symptomatic [3,4], such that what is 
seen in clinical practice is the tip of the iceberg  and 
there are large numbers of people at risk of develop-
ing heart failure and who would potentially benefi t 
from treatment.

Overt clinical heart failure carries a poor progno-
sis; from the time of fi rst admission to hospital with 
heart failure the reported median survival time is 16 
months and the 5-year survival rate is 25%. This 
prognosis is strongly age-related and is similar to that 
of colorectal carcinoma and worse than that of breast 
cancer [5].

Despite advances in the treatment of ischaemic 
heart disease and hypertension (the leading causes 
of heart failure in Western populations) and in the 
treatment of heart failure, the incidence of heart fail-
ure is rising and the risk of death remains static [1,6]. 
This is partly accounted for by the ageing population, 
as the elderly are at greater risk of both heart failure 
and death from non-cardiovascular causes. How-
ever, this trend is also symptomatic of the failure to 
identify and treat those at risk of developing heart 
failure, and the suboptimal treatment of those with 
established heart failure [7,8]. Heart failure is com-
mon and carries high risk, but it is treatable and, in 
some instances, preventable.

This chapter covers developments in the classifi ca-
tion, pathogenesis and evidence-based treatment of 
chronic heart failure.

Defi ning heart failure

Heart failure syndrome
Heart failure is a syndrome, not a disease. The diag-
nosis is clinical and is based on a constellation of 
symptoms and signs that result from the impaired 
ability of the heart to fulfi l its role as a pump. While 
transthoracic echocardiography is an important tool 
in the assessment of patients with breathlessness, the 
demonstration of structural heart disease is neither 
diagnostic of, nor synonymous with, heart failure. 
The most common cause of heart failure is left ven-
tricular dysfunction; however, severe heart failure 
may be present despite normal left ventricular con-
tractile function (e.g. mitral stenosis).

The causes of heart failure are many and varied 
(Table 20.1). However, in Western populations, is-
chaemic heart disease is the predominant underly-
ing aetiology. In a Scottish community-based 
echocardiographic study, McDonagh et al. [4] dem-
onstrated that 83% of people with left ventricular 
impairment had ischaemic heart disease. The recent 
EuroHeart survey reported coronary disease as the 
underlying aetiology in two-thirds of people admit-
ted to hospital with heart failure [9]. In both of these 
studies, hypertension was identifi ed as a frequent 
comorbidity. Hypertension can cause heart failure 
either directly by imposing a chronic haemodynamic 
burden, or indirectly through the promotion of 
atherosclerotic disease. Valvular heart disease and 
idiopathic dilated cardiomyopathy are important 
causes of heart failure; other aetiologies are uncom-
mon in Western populations.

Reclassifi cation of heart failure
Previous methods of classifying heart failure have 
been based on functional status (e.g. New York Heart 
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Association [NYHA] classifi cation). However, recog-
nition of the fl uctuating nature of symptoms, their 
dependence on treatment and poor correlation with 
underlying structural disease, prompted the devel-
opment of a new classifi cation scheme [10]. Patients 
are divided into four strata:
• Stage A: Patients at high risk of developing heart 
failure, but with no evidence of structural or func-
tional heart disease, or symptoms or signs of heart 
failure
• Stage B: Patients with asymptomatic structural 
heart disease that is strongly associated with the de-
velopment of heart failure
• Stage C: Patients with prior or current symptoms of 
heart failure and underlying structural heart disease
• Stage D: Patients with advanced structural heart 
disease and marked symptoms at rest despite optimal 
medical therapy.

This new approach emphasizes the importance of 
identifying those at high-risk of developing heart 
failure and those with asymptomatic structural heart 
disease. There is robust evidence that blood pressure 
lowering in patients with hypertension [11], and an-
giotensin-converting enzyme (ACE) inhibition in 
patients with either coronary disease or at high vas-
cular risk, reduce the risk of developing heart failure 
[12,13]. In addition, there is growing evidence that 
ACE inhibition and β-blockade reduce adverse out-
comes in patients with asymptomatic left ventricular 
systolic impairment [14,15]. Although people cate-
gorized as either Stage A or B do not, by defi nition, 
have heart failure, their inclusion in this classifi ca-
tion scheme is an important step in the prevention of 
heart failure.

Pathophysiology of heart failure

Pathological processes leading to heart failure vary 
widely depending on the underlying aetiology. This 
section focuses on the pathogenesis of systolic heart 
failure secondary to myocardial injury because this is 
the most studied and understood. While diastolic 
dysfunction is as prevalent as systolic dysfunction, it 
is uncommon in the absence of some systolic impair-
ment, and there is a spectrum of dysfunction be-
tween patients (Fig. 20.1). Diastolic heart failure is 
discussed separately.

The pathogenesis of systolic heart failure is a com-
plex process, triggered by a cardiac insult and culmi-
nating in a dilated, incoordinate and ineffective 
ventricle. This process has been termed ‘adverse re-
modelling’. Current hypotheses implicate the long-
term deleterious effects of acute adaptive responses 
to cardiac injury as the driving force behind this 
deterioration.

Acute response to cardiac injury
Through evolution, the body has developed mecha-
nisms to maintain circulatory integrity, protecting 
against catastrophic blood loss and also providing 
day-to-day, hour-to-hour, beat-to-beat blood pres-
sure homoeostasis.

The Frank–Starling mechanism explains the 
heart’s ability to cope with varying volumetric loads. 
When presented with an increase in blood volume, 

Table 20.1 Causes of heart failure.

Ischaemic heart disease

Hypertension

Valvular disease

Cardiomyopathy*
 •  Dilated cardiomyopathy

e.g. familial or idiopathic
 • Hypertrophic obstructive cardiomyopathy

Viral myocarditis

Infi ltrative diseases
 • Haemochromatosis
 • Amyloidosis

Connective tissue diseases

Drug-induced, e.g. anthracyclines, clozapine

Alcohol

Tachycardia-induced cardiomyopathy

Nutritional/endocrine diseases, e.g. beri beri, 
thyrotoxicosis

* The term ‘cardiomyopathy’ is often used to cover ‘damage 
of the heart’, whatever the underlying cause (e.g. ischaemic 
cardiomyopathy, hypertensive cardiomyopathy, 
cardiomyopathy secondary to infi ltrative disease).
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the heart responds by pumping harder. An increase 
in preload results in myocardial stretch and a subse-
quent increase in myocardial contractility. Follow-
ing acute cardiac injury, ventricular dilatation 
enables retention of a greater blood volume, thereby 
increasing contractility and leading to an increase in 
stroke volume.

A fall in blood pressure is sensed by arterial baro-
ceptors in the carotid body and the aortic arch, 
resulting in vasopressin release from the neurohy-
pophysis and an increase in central sympathetic neu-
ral outfl ow. Vasopressin, also known as antidiuretic 
hormone, acts principally to increase water resorp-
tion in the renal collecting ducts. Sympathetic acti-
vation increases both heart rate and contractility, 
and in the short-term this increases cardiac output, 
but also augments peripheral vasoconstriction, di-
verting blood fl ow to critical organs and bolstering 
blood pressure.

Sympathetic stimulation also contributes to renin 
release from the cells of the renal juxtaglomerular 
apparatus, although the principal stimulant for this 
is renal hypoperfusion. Renin is the key regulator of 
the renin–angiotensin system. It catalyses the prote-
olysis of the propeptide angiotensinogen to form an-
giotensin I. Angiotensin I is subsequently converted 
to the biologically active angiotensin II by ACE. An-

giotensin II is a powerful vasoconstrictor and pro-
motes renal sodium retention through both direct 
renal actions and the stimulation of aldosterone se-
cretion from the adrenal cortex. Thus, the cumula-
tive actions of angiotensin II result in a rise in blood 
pressure.

In the context of cardiac injury, together these 
various mechanisms maintain perfusion to vital or-
gans by optimizing cardiac output, increasing intra-
vascular volume and increasing peripheral vascular 
resistance.

When adaptive mechanisms 
become maladaptive
It is now recognized that while these mechanisms 
are important acutely, in the long-term, mechanical 
remodelling and neurohormonal activation become 
maladaptive (Fig. 20.2). In the setting of heart failure 
there is no blood loss as a cause of reduced cardiac 
output and the result is volume overload driven by 
angiotensin II, aldosterone and vasopressin. Cou-
pled with sympathetic mediated venoconstriction, 
this leads to a rise in preload and adrenergic and an-
giotensin II-driven arterial vasoconstriction causes a 
rise in afterload. Although, in the short term, this has 
the cumulative effect of maintaining blood pressure, 
in the long term it imposes an increasing haemody-

Cardiac injury
and

remodelling

A spectrum of both systolic and
diastolic dysfunction leading
eventually to heart failure

Risk factors for
the development
of heart failure

Smoking

Hypercholesterolaemia

Diabetes mellitus

Hypertension

Left ventricular

Myocardial infarction

Systolic dysfunction

Heart failure

Diastolic dysfunction

chronic ischaemia with
hibernation

or

hypertrophy

Figure 20.1 The progression to heart 
failure.
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namic burden on the heart [16]. Continuing volume 
overload leads to progressive ventricular dilatation. 
This is mediated by serial myocyte hypertrophy (my-
ocyte lengthening), myocyte slippage and interstitial 
expansion, while at the same time there is parallel 
myocyte hypertrophy (myocyte thickening  —  see 
below) [17,18]. At fi rst this may improve stroke 
volume according to the Frank–Starling mechanism, 
but the degree of inotropic gain decreases with each 
increment until eventually stroke volume declines. 
This relationship is represented in the Frank–Star-
ling curve. Ventricular dilatation has two other 
important sequelae: (i) the development of func-
tional mitral regurgitation; and (ii) in accordance 
with Laplace’s law, a rise in wall tension. Increasing 
wall tension impairs the energy effi ciency of the 
heart, increasing metabolic requirements and thus 

promoting ischaemia [17]. This is further 
exacerbated by the tachycardia associated with sym-
pathetic overdrive.

In response to either rising wall tension or to 
primary pressure overload (e.g. aortic stenosis or 
hypertension) the myocardium becomes hypertro-
phied and thickened, although it may not appear 
so because of cavity enlargement. This is mediated 
through parallel myocyte hypertrophy [17]. As La-
place’s law indicates, increased wall thickness con-
fers the acute benefi t of reduction in wall tension, 
but ultimately this process also leads to a rise in myo-
cardial metabolic requirements.

Myocardial stretch is an important catalyst for the 
remodelling process, but it is now recognized that 
activation of the renin–angiotensin system also has 
an integral role. Angiotensin II promotes myocyte 
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hypertrophy and apoptosis, and both angiotensin II 
and aldosterone mediate local fi broblastic prolifera-
tion and subsequent myocardial fi brosis [19–21]. 
Myocardial fi brosis impairs contractility and is a po-
tential substrate for arrhythmogenesis [17]. These 
effects suggest that angiotensin II is produced locally 
within the heart, and experimental data showed that 
the production of angiotensin II is increased in cardi-
ac injury and that it is predominantly formed locally 
via both ACE-dependent and ACE-independent 
pathways [22,23]. There is growing evidence sup-
porting the role of other factors such as oxidative 
stress, tumour necrosis factor-α and endothelin in 
the development of heart failure but the clinical and 
therapeutic importance of these are as yet unclear 
[19,24,25].

Ongoing cardiac ischaemia
Ischaemic injury has an important role in the pro-
gression of heart failure; coronary artery disease is a 
persistent potential source of further cardiac insult. 
Myocardial infarction may precipitate an acute de-
compensation in patients with chronic heart failure. 
In addition, chronic cardiac ischaemia without in-
farction may result in myocardial hibernation and 
reversible impairment of systolic function. The 
CHRISTMAS trial [26] demonstrated that the degree 
of improvement of left ventricular ejection fraction 
with carvedilol therapy was dependent on the quan-
tity of hibernating myocardium. This fi nding not 
only reiterates the importance of cardiac ischaemia 
in the pathogenesis of systolic heart failure, but also 
supports the role of anti-ischaemic therapy in the 
treatment of patients with heart failure and underly-
ing coronary disease.

Ultimately, cardiac injury and subsequent myo-
cardial remodelling lead to a self-perpetuating down-
ward spiral in ventricular function and, together 
with the continued inappropriate retention of salt 
and water in the setting of an already expanded in-
travascular volume, are largely responsible for the 
symptoms of heart failure.

The role of diuretics

Diuretics are the mainstay of treatment of overt clini-
cal heart failure. Their appropriate and logical use 

has been frequently reviewed, yet in practice this 
knowledge is not always applied optimally. Many 
patients with severe heart failure tread a narrow path 
between breathlessness and oedema and overdiure-
sis leading to renal impairment. Inevitably, diuretic 
use stimulates the renin–angiotensin system, and al-
dosterone antagonists and Na+/K+ pump inhibitors 
play a pivotal part in this (see below).

Targeting the renin–angiotensin–
aldosterone system

Recognition of the role of the renin–angiotensin–al-
dosterone system (RAAS) in the pathogenesis of 
heart failure has led to the development of pharma-
cological agents designed to block the deleterious ef-
fects of angiotensin II and aldosterone. The role of 
ACE inhibitors is well established, and their use is 
now routine for all patients with heart failure. The 
evidence is summarized in a meta-analysis that com-
piled data from fi ve long-term trials investigating the 
effect of ACE inhibitors in 12 763 patients with docu-
mented heart failure [27]. ACE inhibition was 
associated with a reduction in all-cause mortality, re-
admission for heart failure and myocardial infarc-
tion. These benefi ts were seen in all patients regard-
less of their baseline ejection fraction, although 
greatest benefi t was conferred to those in the lowest 
stratum. The protection against myocardial infarc-
tion conferred by ACE inhibitors, whatever the 
mechanism, is an interesting observation because 
the prevention of further infarction is important to 
avoiding further damage and worsening heart 
failure.

Aldosterone-receptor blockade has been shown to 
confer additional benefi t in patients already receiv-
ing an ACE inhibitor [28]. The RALE study of 1663 
patients with NYHA class III or IV heart failure, rand-
omized patients to receive either spironolactone or 
placebo. Spironolactone reduced all-cause mortal-
ity, cardiovascular mortality and the frequency of 
hospitalization for cardiac causes. A subanalysis of 
261 patients demonstrated that spironolactone ther-
apy was associated with a reduction in serum levels 
of markers of collagen synthesis [29], suggesting that 
spironolactone may confer benefi t through antifi -
brotic mechanisms, which may be independent of its 
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haemodynamic effects. Given that 95% of patients 
were on optimal doses of ACE inhibitors prior to ran-
domization, the results of this trial highlighted the 
inadequacy of ACE inhibitors in the long-term sup-
pression of aldosterone production.

A similar rationale has led to a fl urry of recent trials 
evaluating the effi cacy of angiotensin II type-1 (AT1) 
receptor antagonists. It has been observed that de-
spite chronic optimal dosing, ACE inhibitors do not 
completely suppress the production of angiotensin 
II. The mechanism of this ‘angiotensin escape’ is not 
fully understood, although ACE-independent path-
ways, the loss of feedback suppression of angiotensin 
II on renin release and the up-regulation of ACE 
transcription are thought to be instrumental [22]. It 
has been hypothesized that complete blockade of the 
RAAS with AT1 receptor blockers may confer addi-
tional benefi t when used either instead of, or in addi-
tion to, ACE inhibitors.

This hypothesis has been tested in two clinical set-
tings: chronic heart failure and heart failure follow-
ing acute myocardial infarction. There have been 
four large trials evaluating various AT1-receptor an-
tagonists in patients with chronic heart failure and 
documented left ventricular systolic dysfunction: 
ELITE II, Val-HEFT, CHARM-alternative and 
CHARM-added [30–33]. In ELITE II, 3152 patients 
were to receive either losartan or captopril. It was de-
signed as a superiority study and failed to establish 
superiority for both its primary endpoint (all-cause 
mortality) and secondary endpoints (combined end-
point of sudden cardiac death or resuscitated cardiac 
arrest). In the Val-HEFT trial, 5010 patients were to 
receive either valsartan or placebo. Approximately 
92% of patients were already established on ACE in-
hibitor therapy. A 13% reduction in the primary 
combined endpoint was reported, although this was 
largely attributable to a 24% reduction in hospitali-
zation for heart failure. No mortality advantage 
was demonstrated. The CHARM-alternative and 
CHARM-added trials assessed candesartan versus 
placebo in patients intolerant of ACE inhibitors and 
patients receiving concomitant ACE inhibitors, re-
spectively. Candesartan signifi cantly reduced the 
risk of the primary endpoint (cardiovascular death or 
admission for heart failure) in both the CHARM-
alternative and the CHARM-added populations. 

All-cause mortality was not signifi cantly reduced 
in either study.

Further trials have also been undertaken: the 
VALIANT and OPTIMAAL trials recruited patients 
with heart failure post acute myocardial infarction 
[34,35]. In the VALIANT study, 14 808 patients were 
randomized to receive valsartan, captopril or both. 
Both primary (total mortality) and secondary (com-
bined endpoint of death from cardiovascular causes, 
recurrent myocardial infarction or hospitalization 
for heart failure) endpoints were similar in all three 
groups. In a prospectively defi ned subgroup analysis, 
valsartan was demonstrated to be non-inferior to 
captopril. Rates of hospital admission were lower in 
the group receiving valsartan and captopril com-
pared with those receiving captopril alone. In OPTI-
MAAL, 5477 patients were randomized to losartan 
or captopril. No signifi cant differences in all-cause 
mortality, sudden or resuscitated cardiac death or re-
infarction rates were demonstrated. Prospectively 
defi ned criteria for non-inferiority were not met.

Interpretation of these trails is diffi cult, given their 
heterogeneity. However, the CHARM-alternative 
and VALIANT studies have established AT1 receptor 
antagonists as safe and effective alternatives in pa-
tients intolerant of ACE inhibition. The losartan 
trials (ELITE II, OPTIMAAL) failed to establish non-
inferiority, although there is evidence suggesting 
that this may be attributable to inadequate dosing of 
the AT1 antagonist [36]. While the results of the 
CHARM-added study are encouraging, concerns re-
main over the use of combination ACE inhibitor/AT1 
receptor blocker therapy. Post hoc analysis of the Val-
HEFT population revealed an adverse effect on mor-
tality in patients receiving an ACE inhibitor plus 
valsartan and a β-blocker. This observation was not 
verifi ed in subgroup analyses of the CHARM-added 
and VALIANT studies. A recent meta-analysis con-
fi rmed that the addition of an AT1 receptor antago-
nist to ACE inhibitor therapy confers a morbidity, 
but not a mortality benefi t [37]. In VALIANT, Val-
HEFT and CHARM-added, this was achieved at the 
expense of an increased risk of drug-related adverse 
events. Certainly, the literature reinforces the use of 
ACE inhibitors as fi rst-line therapy in patients with 
heart failure and supports the use of AT1 receptor 
blockade in those unable to tolerate this therapy. 
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There is, as yet, no clear consensus with respect to 
the use of combination therapy.

b-Blockade in heart failure

The use of the β-adrenergic antagonists metoprolol, 
bisoprolol and carvedilol are now fi rmly established 
in the treatment of heart failure. Their benefi t is sum-
marized in a recent meta-analysis that involved 
14 857 patients from 16 randomized controlled trials 
[38]. β-Blockade was associated with a reduction in 
all-cause mortality, sudden cardiac death and the 
frequency of hospitalization for heart failure. Fur-
ther analysis of data from the CIBIS I, CIBIS II, 
MERIT-HF and COPERNICUS trials demonstrated 
that this benefi t did not differ between NYHA class III 
and IV patients, nor between patients with an ejec-
tion fraction less than 25% or above 25%.

There have been many mechanisms proposed to 
explain the benefi cial effects of β-blockers. β-
Blockers have antiarrhythmic properties, which may 
explain the reduction in risk of sudden cardiac death. 
They are also thought to prevent adverse ventricular 
remodelling by blocking β1-receptor mediated myo-
cyte hypertrophy, apoptosis and necrosis. In addi-
tion, β-blockers may also reduce cardiac metabolic 
requirements by reducing heart rate and improving 
diastolic coronary blood fl ow [39].

Considerable debate has arisen over the impor-
tance of specifi c pharmacological attributes of the 
various β-blockers. The β-Blocker Evaluation of 
Survival Trial (BEST) was notable in its failure to 
demonstrate a mortality benefi t in patients rand-
omized to receive bucindolol [40]. Despite an over-
lap in the confi dence interval around the primary 
endpoint in other positive trials, and a signifi cant 
reduction in the secondary endpoints of cardio-
vascular death and hospitalizations for heart failure, 
there has been much speculation regarding the 
adverse characteristics of bucindolol. The intrinsic 
sympathomimetic activity of bucindolol and central 
sympatholytic effects have been cited as potentially 
undesirable qualities [40–42]. In the COMET trial, 
the only head-to-head β-blocker trial in heart 
failure, carvedilol was associated with a reduction 
in all-cause mortality in comparison with metop rolol 
[43]. Metoprolol and bisoprolol are β1-selective 
antagonists, while carvedilol is a non-selective β-

blocker. In addition, carvedilol acts as a radical 
scavenger, displays α1-receptor antagonism and 
improves insulin sensitivity [39,43]. However, de-
spite the results of COMET, the importance of these 
properties remains controversial; in particular there 
has been much debate over the adequacy of meto-
prolol dosing and therefore the equivalence of 
β1-blockade between study groups in the COMET 
study [44].

Pharmacotherapy: use with caution

While the results of the ACE inhibitor, spironolac-
tone and β-blocker trials have revolutionized the 
treatment of heart failure patients, it is important to 
recognize their limitations. Trial populations do not 
refl ect everyday clinical practice because of stringent 
inclusion and exclusion criteria and possible recruit-
ment bias. In addition, the trial environment is an ar-
tifi cial one, and often the degree of patient monitoring 
in practice falls short of that stipulated in a strict study 
protocol. As such, extrapolation of trial data in the 
treatment of the general heart failure population can 
be fraught with diffi culty. This was recently illustrat-
ed by Juurlink et al. [45] who demonstrated a rise 
in hyperkalaemia-related hospital admissions and 
deaths following the publication of the RALE study, 
attributed in part to the use of higher doses of 
spironolactone than in the RALE study. However, it 
was also thought to be related to the treatment of pa-
tients with lower glomerular fi ltration rates and to 
the wider coadministration of β-blockers and higher 
doses of ACE inhibitors [46]. It is important to state 
that the association of the publication of RALE and 
the rise in hyperkalaemia-related events was as-
sumed, not proven. Nevertheless, this observation 
serves as an important reminder of the limitations of 
pharmacotherapy.

ACE inhibitors, AT1 receptor blockers and spiro-
nolactone should be used with caution in the elderly, 
in patients with diabetes mellitus and in those with 
known renal impairment. Renal function and potas-
sium levels should be monitored closely, especially if 
several of these agents are used in combination. β-
Blockers should only be introduced in stable patients 
who are already rendered euvolaemic with diuretic 
therapy and established on either an ACE inhibitor 
or AT1 receptor antagonist. Careful implementation 
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of therapeutic approaches leading from trial data 
should ensure that the promised benefi ts of these 
drugs are realized, without an accompanying rise in 
related adverse reactions.

New drugs or the use of established agents in new 
ways have not been the only innovations to reduce 
mortality in the modern treatment of heart failure. 
Device therapy has emerged as an important adjunct 
to pharmacotherapy.

Cardiac resynchronization therapy

The concept of cardiac resynchronization therapy 
evolved from the observation that up to one-third of 
heart failure patients have a prolonged QRS dura-

tion, and that this is associated with incoordinate 
cardiac contraction. Prolongation of the QRS com-
plex usually manifests as left bundle branch block. In 
left bundle branch block, ventricular depolarization 
does not occur uniformly, but instead commences in 
the anterior septum and spreads fi nally to the infero-
lateral heart. This results in abnormal ventricular 
septal motion, delayed left ventricular lateral wall 
contraction, functional mitral regurgitation, a delay 
in aortic valve closure and a delay in mitral valve 
opening, with a consequent fall in ejection fraction 
[47]. Biventricular pacing technology was developed 
then in the hope of negating the haemodynamic ef-
fects of both inter- and intraventricular mechanical 
dyssynchrony (Fig. 20.3).

Figure 20.3 Combined biventricular pacemaker and cardioconverter-defi brillator device (BiV-ICD). 1, Pulse generator; 2, 
atrial lead; 3, right ventricular lead; 4, left ventricular lead (coursing through the coronary sinus and into a posterior cardiac 
vein).
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The effi cacy of biventricular pacing in improving 
symptoms and exercise capacity has been demon-
strated in several randomized controlled trials, al-
though the earliest trials are small, single-blind and 
cross-over by design. These studies have all recruited 
patients with documented ejection fractions less 
than 35%, NYHA class III or IV symptoms and QRS 
prolongation on 12-lead electrocardiography (ECG). 
However, the lower cut-off point for QRS duration 
varies between the studies, ranging from 120 to 
150 ms. These studies consistently reported an im-
provement in qualitative and quantitative measures 
of morbidity [47]. In the recently published COM-
PANION trial, Bristow et al. [48] reported that cardiac 
resynchronization therapy was associated with a sig-
nifi cant reduction in the primary combined endpoint 
of all-cause mortality or hospitalization. A signifi cant 
reduction in the secondary combined endpoint of 
death from or hospitalization for cardiovascular 
causes or heart failure was also demonstrated. How-
ever, while there was a trend towards a reduction in 
all-cause mortality, this did not achieve statistical 
signifi cance (P = 0.059). A meta-analysis of data from 
the CONTAK-CD, InSync ICD, MIRACLE and MUS-
TIC trials and prepublication preliminary data from 
COMPANION reported that all-cause mortality may 
be reduced by biventricular pacing [49]. This has 
now been confi rmed following publication of the 
CARE-HF study in 2005 [50].

CARE-HF randomized 813 patients with NYHA 
class III–IV heart failure resulting from left ventricu-
lar dysfunction and evidence of dyssynchrony be-
tween medical therapy and cardiac resynchronization 
without implantable cardioverter defi brillator (ICD) 
therapy. All-cause mortality was reduced from 30% 
to 20% by cardiac resynchronization therapy after a 
mean of 29.4 months (hazard ratio 0.64; P < 0.002) 
and improved quality of life and indices of left ven-
tricular dysfunction [50].

Although there is a growing argument for the im-
plantation of biventricular pacing devices in patients 
with heart failure and dyssynchronous cardiac con-
traction, it must be emphasized that the evidence is 
restricted to this specifi c subset of patients. The vast 
majority of patients enrolled in these trials were in 
sinus rhythm and had left bundle branch block. 
However, patients with right bundle branch block 

may have an element of left intraventricular dyssyn-
chrony that is not detectable on surface 12-lead ECG 
[51]. Subsets of patients with right bundle branch 
block in the MIRACLE and CONTAK-CD studies ap-
peared to derive benefi t from biventricular pacing 
[47], but this has not been formally assessed in a ran-
domized controlled trial. Similarly, while there are 
preliminary data supporting the effi cacy of this ther-
apy in patients with atrial fi brillation, this is yet to be 
verifi ed [52,53]. Moreover, it is now recognized that 
QRS prolongation does not necessarily refl ect the de-
gree of ventricular asynchrony, and indeed is a rela-
tively insensitive marker [54,55]. Tissue Doppler 
imaging is emerging as a valuable tool in the assess-
ment of ventricular synchrony and the expectation 
is that this technology will prove more accurate than 
QRS duration in identifying those who will benefi t 
most from resynchronization therapy.

Implantable cardioverter 
defi brillators

Approximately 50% of individuals with left ven-
tricular dysfunction die from ventricular arrhythmia 
[56,57]. This observation, along with the disappoint-
ing results of antiarrhythmic drug trials, has led to 
the development and utilization of ICDs. A number 
of landmark trials have established that ICD implan-
tation reduces mortality in individuals who are at a 
high risk of arrhythmic death [58]. Initial studies 
concentrated on survivors of aborted sudden death 
or malignant ventricular tachycardia [59–62]. How-
ever, this approach addresses a minority of the popu-
lation at risk of sudden cardiac death (SCD) and ICD 
therapy is now being extended to individuals yet to 
experience major arrhythmia.

The widespread utilization of these devices is prin-
cipally limited by their technical complexity and fi -
nancial cost. Consequently, a considerable amount 
of work has gone into the identifi cation of high risk 
individuals likely to benefi t most. The risk of SCD is 
proportional to the severity of left ventricular systolic 
impairment, irrespective of whether this is caused by 
an ischaemic or non-ischaemic aetiology. Unsurpris-
ingly then, most ICD studies have shown that benefi t 
from the ICD is proportional to the degree of left ven-
tricular systolic dysfunction. Indeed, subanalysis of 
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the AVID study revealed negligible mortality benefi t 
in patients with preserved left ventricular function 
[59]. The MADIT and MUSST studies, although sig-
nifi cantly different in design, used a combination of 
risk markers including the presence of coronary ar-
tery disease, marked reduction in left ventricular 
ejection fraction, the presence of spontaneous 
non-sustained ventricular tachycardia (VT) and the 
presence of inducible sustained VT during electro-
physiological testing [63,64]. Employing these in-
clusion criteria identifi ed a group with a 2-year 
mortality rate as high as 32%. These studies demon-
strated that the number of devices needed to be im-
planted to save one life (i.e. number needed to treat) 
is as low as 4 over a 2-year period [65]. This is mark-
edly fewer than any other proven intervention in 
heart failure patients.

The MADIT II study attempted to simplify the se-
lection process and widen the applicability of the ICD 
technology by including patients with coronary dis-
ease and a left ventricular ejection fraction of ≤30% 
[66]. Importantly, documentation of a spontaneous 
or inducible ventricular arrhythmia was not re-
quired. Predictably, the MADIT II population was at 
lower risk of SCD compared with the MADIT pa-
tients. However, their absolute risk was still high 
with a 20% mortality rate after 20 months’ follow-
up. A statistically and clinically signifi cant benefi t 
was demonstrated in those who received an ICD al-
though, as would be expected, the number needed 
to treat was higher (17 over 2 years) [65].

The role of ICD implantation is less certain in pa-
tients with non-ischaemic cardiomyopathies [67–
69]. This has been attributed to the lower mortality 
rates in the control arms of these studies and their 
consequent underpowering. However, two recent 
studies suggest that there may yet be a rationale 
for ICD use in such patients. The SCD-HeFT study 
randomized 2521 individuals with symptomatic 
heart failure of any aetiology to standard medical 
care, antiarrhythmic prophylaxis with oral amiodar-
one or ICD therapy [70]. The ICD signifi cantly re-
duced overall mortality and this benefi t was seen in 
patients with both ischaemic and non-ischaemic car-
diomyopathies. Importantly, amiodarone conferred 
no mortality benefi t beyond standard medical 
therapy.

In addition to assessing the impact of cardiac re-
synchronization pacing, the COMPANION study in-
cluded an arm randomized to receive biventricular 
pacing combined with an ICD. A total of 1520 pa-
tients with NYHA class III/IV heart failure, an ejec-
tion fraction ≤35% and a QRS duration ≥120 ms 
were randomized to receive either conventional 
medical therapy, a biventricular pacemaker or a biv-
entricular pacemaker-defi brillator. The results from 
the biventricular group have been mentioned 
earlier. Implantation of a biventricular pacemaker-
defi brillator device further reduced the risk of the 
primary combined endpoint of all-cause mortality or 
hospitalization, as well as the secondary endpoint of 
all-cause mortality [48]. Forty-one per cent of the 
patients randomized to medical therapy and 45% of 
those receiving a pacing-defi brillator device had 
non-ischaemic cardiomyopathy. Subgroup analysis 
revealed that survival benefi t was conferred to this 
subpopulation, although it is diffi cult to determine 
what portion of benefi t is due to the defi brillator 
rather than the biventricular pacing component. 
This fi nding is consistent with the results of SCD-
HeFT [70].

Evolving guidelines for ICD implantation
In 2001, the European Society of Cardiology pub-
lished guidelines on the indications for ICD therapy 
(Table 20.2) [71]. This publication preceded the 
release of the MADIT II data, and inducible ventri-
cular arrhythmia was cited as a prerequisite for the 
prophylactic implantation of an ICD. In contrast, the 
joint American guidelines (published after MADIT 
II) listed post-infarction patients with an ejection 
fraction ≤30% as a class IIa indication for ICD thera-
py [58]. The guidelines defi ne class IIa indications as 
‘conditions for which there is confl icting evidence 
and/or a divergence of opinion about the usefulness/
effi cacy of a procedure or tre atment, [and] the weight 
of evidence and opinion is in favour of usefulness/ef-
fi cacy’. Certainly, there has been much divergence 
over this issue. While greater than in MADIT I 
(number needed to treat 2.0 at 3 years) and MUSTT 
(number needed to treat 2.5 at 3 years), the number 
needed to treat to gain 1 life-year in MADIT II is still 
an impressive 8, if examined over 3 years [65]. How-
ever, this benefi t comes at a small risk of morbidity 
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related to the implantation procedure, and a risk of 
psychological trauma res ulting from inappropriate 
defi brillations [72]. In addition, adopting MADIT II 
indications for ICD implantation would also have 
enormous cost imp lications for health services  —  
implications that are probably unsustainable in the 
UK context. However, it is clear that pharmacologi-
cal therapy is in effective in preventing SCD and that 
secondary preventative ICD implantation is helpful 
in an albeit small number of patients at risk. Attempts 
to stratify risk within this large group of patients 
without increasing the complexity of patient selec-
tion are on-going. The challenge is to ensure that ICD 
therapy is distributed as effectively and equitably as 
possible.

The importance of atrial fi brillation

The relationship between atrial fi brillation (AF) and 
heart failure is important. AF that is poorly rate con-
trolled is thought to contribute to the development 
of cardiomyopathy, and a ‘tachycardia-induced’ car-
diomyopathy can result. More usually, heart failure 
resulting from either left ventricular systolic impair-
ment or diastolic dysfunction predisposes to the de-

velopment of AF, and left ventricular systolic 
impairment increases the risk of AF fi vefold. Heart 
failure-related atrial stretch, and catecholamine and 
angiotensin II-induced atrial fi brosis are thought to 
be the mechanisms responsible [73].

Simplistically, there are three potential clinically 
important sequelae of AF: (i) rapid ventricular con-
duction with fast irregular heart rate; (ii) impaired 
cardiac function; and (iii) thromboembolism. In 
young people with structurally normal hearts, the 
development of AF may be unnoticed or minimally 
symptomatic. In patients with heart failure and 
minimal cardiac reserve, the onset of AF can be 
disastrous.

Heart failure is exacerbated by the development of 
AF because of the loss of the contribution of atrial 
contraction and tachycardia-related shortening of 
diastolic fi lling time. Treatment strategies have 
therefore centred on the restoration of sinus rhythm 
and the maintenance of adequate rate control. The 
AFFIRM, RACE and PIAF trials compared the effi ca-
cy of a rhythm-control strategy with that of rate-
control and all three concluded that a rhythm control 
strategy was not superior [74–76]. However, it must 
be emphasized that patients with heart failure were a 

Table 20.2 Indications for implantable cardioverter defi brillator therapy related to clinical presentation. (Study Group on 
Guidelines on ICDs of the Working Group on Arrhythmias and the Working Group on Cardiac Pacing of the European 
Society of Cardiology.)

Cardiac arrest
• Electrocardiographically documented VT/VF not due to transient or reversible cause
• VT/VF not electrocardiographically documented, but presumed based on successful external defi brillation and/or inducible 
VT/VF, and/or other relevant clinical data, and arrhythmia not due to transient, reversible or treatable cause

Electrocardiographically documented VT without cardiac arrest
• Sustained VT with severe haemodynamic compromise
• Sustained VT without haemodynamic compromise and LVEF ≤ 40%
• LVEF ≤ 40%, 4 days or more after myocardial infarction with inducible VF or sustained VT at electrophysiological study

Syncope without documented VT
• Inducible VF or VT at electrophysiological study with severe haemodynamic compromise when drug therapy is ineffective, 
not tolerated or not preferred

Prophylactic indication
• Non-sustained VT ≥ 4 days after myocardial infarction with a LVEF ≤ 40% and inducible VF or sustained VT at 
electrophysiological study
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minority in all three trials. In the AFFIRM trial, 4060 
patients were recruited, of whom only 23.1% had a 
history of congestive heart failure. Transthoracic 
echocardiography was performed routinely at 
enrolment and 74% of participants had a normal left 
ventricular ejection fraction. Heart failure symp-
tomatology was not recorded. Amongst the 522 
RACE trial participants, approximately 50% had a 
history of heart failure. However, no patients with 
NYHA class IV symptoms were enrolled and only 3% 
of patients had NYHA class III symptoms. Finally, in 
the small PIAF study, only 17% of the 252 recruited 
patients had a history of dilated cardiomyopathy and 
12% had a history of myocardial infarction. Left ven-
tricular ejection fractions and NYHA classifi cations 
were not given. Thus, these studies are not repre-
sentative of the heart failure population, and their 
fi ndings should be extrapolated with caution to these 
patients. In particular, there remains a strong ration-
ale for rhythm control in heart failure patients who 
are very symptomatic. The ongoing AF-CHF study 
will hopefully offer guidance in the treatment of this 
population [77].

A devastating complication of AF is stroke. The 
risk of thromboembolism in heart failure patients is 
high, and higher still in the setting of concomitant 
hypertension, coronary artery disease, thyrotoxi-
cosis or diabetes mellitus. Long-term anticoagula-
tion with warfarin is mandatory unless a 
contraindication exists [78]. In addition, there is now 
strong evidence that anticoagulation therapy should 
be continued even after reversion to sinus rhythm as 
the risk of stroke remains high [74,75].

The role of revascularization

The recognition of the potential reversibility of ven-
tricular impairment resulting from chronic ischae-
mia, so-called ‘myocardial hibernation’, has provided 
a rationale for the revascularization of patients with 
heart failure resulting from coronary disease [79]. 
This concept is supported by observational data [80], 
although randomized controlled trials testing this 
hypothesis are lacking. Previous trials, comparing 
surgical revascularization to medical therapy in cor-
onary patients, have included few patients with sig-
nifi cant left ventricular impairment [81]. Post hoc 

analysis of the Coronary Artery Surgery Study 
(CASS) reported a signifi cant reduction in mortality 
in patients with an ejection fraction between 34% 
and 50% and triple vessel disease [82]. However, 
this subanalysis included a small number of patients 
and medical therapy has advanced signifi cantly 
since then.

Assessment of myocardial viability is the key to the 
logical management of patients with ventricular 
systolic impairment and signifi cant coronary disease. 
Demonstration of large areas of viable but ischaemic 
myocardium suggests that revascularization may re-
sult in a signifi cant improvement in ventricular func-
tion. Conversely, the lack of myocardial viability 
indicates that there is little benefi t to be gained by at-
tempting revascularization. Currently, dobutamine 
stress echocardiography (DSE) and various scinti-
graphic techniques, including  fl uorodeoxyglucose-
positron emission tomography (18F-PET), are the 
principal techniques employed in the assessment of 
myocardial viability. However, cardiac magnetic res-
onance imaging (MRI) techniques, in particular de-
layed enhancement MRI and low-dose dobutamine 
MRI, are now emerging as important alternatives. 
Early studies suggest that cardiac MRI is as accurate 
as DSE and PET in detecting myocardial viability, 
with the advantage of superior spatial resolution. In 
particular, cardiac MRI is superior in its ability to de-
tect subendocardial myocardial infarction [83]. Im-
proved assessment of myocardial ischaemia and 
viability raises the prospect of better patient selection 
for revascularization procedures, and thus better 
clinical outcomes.

Percutaneous or surgical revascularization should 
be considered in patients who are limited by angina 
despite optimal medical therapy, and in whom there 
is objective evidence of myocardial viability and re-
versible ischaemia. Revascularization in patients 
without angina is controversial, and is the subject of 
the ongoing Surgical Treatments for Ischaemic Heart 
failure (STICH) and Heart Failure Revascularization 
(HEART-UK) trials [84,85].

Evolving concepts: diastolic 
heart failure

The concept of diastolic impairment is not new, but 
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the defi nition of diastolic heart failure, its diagnosis 
and its management are still evolving.

Terminology
It is now well documented that a signifi cant pro-
portion of patients with heart failure have normal 
left ventricular ejection fractions on echocardio-
graphy or using other techniques. The reported 
prevalence in heart failure populations varies from 
40% to 71%, depending predominantly on the mean 
population age [86]. This subpopulation has been 
dubbed as having ‘heart failure with preserved systo-
lic function’ (PSF). Heart failure with PSF is not syn-
onymous with diastolic heart failure. The term 
‘preserved systolic function’ does not imply a cause 
for heart failure, but merely excludes measurable left 
ventricular systolic impairment. Conversely, dias-
tolic heart failure is a syndrome characterized by 
clinical symptoms and signs of heart failure and 
abnormal diastolic function.

Diastolic heart failure is not synonymous with left 
ventricular diastolic dysfunction, just as systolic 
heart failure is not synonymous with left ventricular 
systolic impairment. Diastolic dysfunction denotes a 
mechanical abnormality that impairs ventricular fi ll-
ing in diastole and may or may not cause symptoms. 
Community-based echocardiographic studies report 
a 3.1% incidence of diastolic dysfunction in the gen-
eral ‘healthy’ population [87]. Importantly, diastolic 
and systolic heart failure are not mutually exclusive 
and approximately 35% of heart failure patients 
with impaired left ventricular systolic function have 
evidence of concomitant diastolic dysfunction on 
echocardiography [88].

Aetiology and pathogenesis
Impairment of ventricular fi lling can be caused by in-
trinsic cardiac pathology or extrinsic cardiac com-
pression. However, excluding cardiac tamponade 
secondary to a pericardial collection, non-myocar-
dial aetiologies are uncommon. In the vast majority 
of cases, diastolic dysfunction results from impaired 
relaxation and increased passive stiffness of the myo-
cardium [89]. The development of this abnormality 
is associated with cardiac ischaemia, hypertension 
and increasing age [90].

Several processes have been postulated as impor-
tant mechanisms in the development of diastolic 

dysfunction. Intrinsic myocytic abnormalities such 
as perturbed calcium homoeostasis, relative adenos-
ine triphosphate defi ciency and alterations in 
cytoskeletal morphology may affect both active my-
ocardial relaxation and passive myocardial stiffness. 
Qualitative and quantitative changes in extracellular 
fi brillar collagen are thought to be pivotal in the de-
velopment of diastolic dysfunction. These changes 
are driven by haemodynamic stresses (e.g. pressure 
overload in hypertension) and chronic activation of 
RAAS [91].

The diagnostic dilemma
There is no clear consensus on what constitutes 
diastolic heart failure. Some claim that demonstr-
ation of raised left ventricular end-diastolic pres-
sures, in the absence of systolic impairment, on 
cardiac catheterization is the gold-standard [92,93]. 
In 1998, the European Study Group on Diastolic 
Heart Failure published diagnostic guidelines that 
were based heavily on echocardiographic parame-
ters [94]. These have been criticized for their poor 
sensitivity [95,96], and their reliance on a test that 
is dependent on operator skill and multiple fl uctuat-
ing haemodynamic variables [97]. Zile and Brutsaert 
[98] suggest that objective measures of diastolic 
function are impractical and unnecessary. They 
have proposed that the diagnosis of diastolic heart 
failure should be made on the basis of: (i) symptoms 
and signs of heart failure as per Framingham criteria; 
and (ii) a left ventricular ejection fraction greater 
than 50% [98]; in essence then, a diagnosis of 
exclusion.

Treatment
There is a distinct lack of evidence guiding the treat-
ment of diastolic heart failure. Treatment is therefore 
largely empiric, and based on theoretical mecha-
nisms of benefi t. The fundamental aims are to reduce 
diastolic pressures, prevent tachycardia and prevent 
cardiac ischaemia and hypertrophy [91]. Initially, 
reduction of diastolic pressures with the use of diu-
retics and nitrates should achieve symptomatic im-
provement in the majority of patients.

Tachycardia is thought to exacerbate the symp-
toms of diastolic heart failure through various 
mechanisms including: (i) the promotion of cardiac 
ischaemia by increasing myocardial oxygen con-
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sumption and reducing coronary perfusion time; (ii) 
the restriction of ventricular diastolic fi lling time; 
and (iii) a direct adverse effect on the rate of myocar-
dial relaxation [91]. Theoretically, therefore, β-
blockers, calcium antagonists and digitalis may be 
benefi cial. The DIG study [99] evaluated the effi cacy 
of digoxin in the treatment of heart failure, and in an 
ancillary trial recruited 988 patients with an ejection 
fraction >45%. Overall, digoxin reduced the rate of 
hospitalization but not of death, and the fi ndings in 
the ancillary trial were deemed consistent with these 
fi ndings. The SWEDIC study demonstrated a mar-
ginal improvement in echocardiographic features of 
diastolic dysfunction in patients randomized to re-
ceive carvedilol compared with placebo [100]. There 
have been no randomized controlled trials assessing 
the effect of β-blockers or calcium antagonists on 
clinical outcomes.

Recognition of the importance of myocardial 
hypertrophy and fi brosis has provided the rationale 
for various trials evaluating the effi cacy of ACE in-
hibitors and AT1 receptor blockers in diastolic heart 
failure. To date, only one such study has been pub-
lished. In the CHARM-Preserved trial, 3020 patients 
with NYHA class II–IV heart failure and an ejection 
fraction >40% were randomized to receive either 
candesartan or placebo [101]. No effect on mortality 
was observed and the reduction in admissions for 
heart failure was of borderline signifi cance (P = 
0.047). Results of the PEP-CHF (perindopril), I-
PRESERVE (irbesartan) and Hong Kong (ramipril, 
irbesartan) trials are pending.

It is important to emphasize that both the DIG an-
cillary study and the CHARM-Preserved study re-
cruited patients with heart failure and preserved 
systolic function. No attempt was made in either 
study to assess objective measures of diastolic 
function.

Prognosis
It is generally accepted in the literature that patients 
with heart failure and PSF have a worse prognosis 
than the ‘healthy’ population [86,92,98], although 
evidence supporting this notion is scant. The majo-
rity of studies assessing mortality have recruited 
small numbers of patients with a correspondingly 
small number of endpoints [88,102–109]. In addi-
tion, many studies have not been case-controlled 

[102–104], have not been hospital-based [104,105] 
or have failed to adjust for important variables [88]. 
In a substudy derived from the EuroHeart Failure 
Survey, Lenzen et al. [110] reported a high rate of 
morbidity and mortality in patients with heart fail-
ure and preserved left ventricular function. Howev-
er, this observational study has several signifi cant 
limitations, not least the lack of an appropriate con-
trol group to enable a comparison of outcome data. 
Preserved left ventricular function was defi ned rath-
er loosely as ‘a LVEF ≥40%, as well as patients with a 
normal or mildly depressed systolic left ventricular 
function, as assessed by echocardiography’. The in-
clusion of hospitals in this survey was voluntary and, 
in addition, 36% of patients were not included in this 
subanalysis because of the lack of echocardiographic 
data. Combined with the observational nature of this 
study, the potential for selection bias is signifi cant. 
The prognosis of heart failure with PSF therefore re-
mains uncertain.

Evolving concepts: B-type 
natriuretic peptide  —  a biomarker 
for the future?

Originally isolated by Sudoh et al. [111] in 1988, B-
type natriuretic peptide (BNP) has emerged as an im-
portant biomarker in patients with heart failure. BNP 
is secreted principally by ventricular myocytes in re-
sponse to myocardial stretch [112]. Tachycardia and 
circulating glucocorticoids are other important 
stimuli [113]. It is released as a propeptide (pro-BNP) 
via a constitutive mechanism, and is subsequently 
cleaved to produce active BNP and the inactive N-
terminal peptide (NT-proBNP). Animal experiments 
have demonstrated that BNP increases glomerular 
fi ltration rate, reduces sodium resorption in the col-
lecting duct and inhibits the activation of the renin–
angiotensin system. It is also thought to have 
anti fi brotic actions [114].

Levels of circulating BNP are elevated in patients 
with heart failure, and the degree of elevation is pro-
portional to NYHA functional class [114]. In response 
to this observation, assays measuring both BNP and 
NT-proBNP have been developed. The usefulness of 
these assays has been studied in various clinical set-
tings: (i) the diagnosis of heart failure in patients with 
dyspnoea; (ii) as a prognostic marker in patients with 
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known heart failure; and (iii) in screening the asymp-
tomatic population.

Studies assessing the usefulness of BNP and NT-
proBNP in the diagnosis of heart failure have been 
encouraging [114]. They have examined the role of 
these markers in both the community and acute hos-
pital settings. Cumulatively, the literature suggests 
that these markers have a high negative predictive 
value, but with poor specifi city. However, the sensi-
tivity of these markers is impressive, and may be use-
ful in the exclusion of heart failure as cause of 
dyspnoea. This hypothesis was recently tested in a 
prospective, randomized, emergency department-
based trial [115]. In total, 452 patients presenting 
with dyspnoea were randomized into two groups. 
The fi rst group had their BNP levels measured, 
whereas the second group were treated without this 
knowledge. Incorporation of the measurement of 
BNP as part of the diagnostic strategy was shown to 
reduce emergency waiting times, hospitalization 
rates, the need for admission to the intensive care 
unit, length of stay and the consequent cost of treat-
ment. This practical demonstration of the benefi ts of 
measuring BNP is interesting, although it is limited 
by the exclusion of the critically ill and patients with 
signifi cant renal impairment. Further trials are re-
quired in this promising area.

There is also growing evidence for the utility of 
BNP and NT-proBNP measurement in assessing the 
prognosis of patients with heart failure. Levels of 
these markers correlate with both qualitative and 
quantitative measures of cardiac function. They have 
been shown to be independent predictors of mortali-
ty in patients with asymptomatic left ventricular im-
pairment, patients with chronic heart failure and 
patients admitted for acute decompensation of their 
heart failure [114]. In addition, Wang et al. [116] re-
cently demonstrated in a large community-based 
trial involving 3346 ‘healthy’ individuals, that raised 
BNP levels were predictive of all-cause mortality and 
associated with the risk of a fi rst major cardiovascu-
lar event, heart failure, atrial fi brillation and stroke, 
after adjustment for traditional risk factors. McDon-
agh et al. [117] suggested that elevated levels of these 
markers should be regarded as a sign of ‘cardiorenal 
distress’ that prompts further investigation. The cost 
effectiveness of widespread screening with BNP and 

strategies in managing people with elevated BNP 
levels need further evaluation.

BNP therefore appears to be a promising bio-
marker, and in addition to the uses mentioned BNP 
may also be a helpful tool in the monitoring of heart 
failure treatment. Preliminary studies suggest that its 
diagnostic and prognostic abilities extend to those 
with heart failure and preserved left ventricular 
function [118,119].

Strategies for the future

Despite the advances in pharmacological therapy 
and the promise of improved morbidity and mortal-
ity with the judicious use of device technology, the 
prognosis in severe heart failure remains poor. The 
viability of cardiac transplantation as a solution 
is hindered by the shortage of donor organs, and 
thus the search for novel therapeutic strategies 
continues.

Left ventricular assist devices (LVAD) represent 
one such strategy. These devices were originally de-
veloped as a bridge to transplantation, and to recov-
ery in patients with reversible causes of heart failure 
(e.g. viral myocarditis). However, their role has since 
expanded and long-term ‘destination’ therapy is 
now a reality [120]. In the REMATCH study, 129 pa-
tients with end-stage heart failure were randomly 
assigned to receive either an LVAD or optimal medi-
cal therapy [121]. All patients had NYHA class IV 
heart failure and were deemed ineligible for cardiac 
transplantation. The mean left ventricular ejection 
fraction in both groups was 17%. Implantation of a 
LVAD was associated with a 48% reduction in all-
cause mortality and an improved quality of life. 
However, this was at the expense of device-related 
adverse events, including bleeding, infection and de-
vice malfunction. Nevertheless, these results are en-
couraging and it remains to be seen whether 
improvements in techniques and technology will re-
duce the frequency of adverse events, and whether 
left ventricular assist devices will be applicable to a 
wider spectrum of heart failure patients.

Myocytic regeneration through stem cell trans-
plantation is another interesting stratagem in devel-
opment. Bone marrow and embryonic stem cells 
have been successfully transplanted into both exper-
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iment myocardial models and in humans with heart 
failure [122,123]. In a recent randomized controlled 
trial involving 60 patients presenting with acute ST-
elevation myocardial infarction, the intracoronary 
transfer of autologous bone-marrow cells was asso-
ciated with an improvement in left ventricular systo-
lic function compared with the control group [124]. 
However, this technology is still in its infancy and 
much uncertainty remains. Little is known about the 
long-term bioavailability of transplanted cells, and 
the ability of these progenitor cells to adopt a cardio-
myocytic phenotype is controversial [125,126]. In 
addition, there are concerns over the ability of these 
cells to differentiate into other harmful cell types that 
may have important clinical implications, such as 
neoplastic and pro-arrhythmic cells. Despite these 
concerns, myocardial regeneration remains an ex-
citing prospect for the future.

Conclusions

Heart failure is responsible for signifi cant morbidity 
and mortality in the community today. However, 
therapeutic strategies to combat this disorder are 
ever increasing. The effi cacy of neurohormonal 
inhibition with ACE inhibitors, AT1-receptor antag-
onists, spironolactone and β-blockers is well 
established. The role of device therapy is evolving 
rapidly with the promise of improving mortality 
rates further. Prevention of hypertension and is-
chaemic damage remains paramount. An immediate 
challenge is to translate trial evidence into safe 
practice.
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CHAPTER 21

The hormonal and metabolic response to 
anaesthesia, surgery and trauma
Grainne Nicholson and George M. Hall

Introduction

The stress response refers to the series of hormonal, 
infl ammatory, metabolic and psychological changes, 
which occur in response to trauma or surgery. Sur-
gery serves as a useful model of the stress response 
because the changes that occur can be observed from 
a well-defi ned starting point, but similar features 
occur in trauma, burns, severe infection and strenu-
ous exercise. Furthermore, patients sustaining major 
trauma have an initial stress response but then are 
subjected to further physiological challenges during 
surgery. These changes result in substrate mobiliza-
tion, muscle protein loss and sodium and water 
retention. Such changes may have evolved to aid 
survival in a more primitive environment, when 
fl uid retention together with glucose, lipid and pro-
tein mobilization would be benefi cial to an injured 
animal that was unable to drink and eat. In modern 
surgical practice, where such physiological distur-
bances may be easily prevented or rapidly corrected, 
the benefi ts of the stress response are less obvious 
[1]. These physiological changes are accompanied by 
complex psychological and behavioural changes, 
which result in postoperative malaise and fatigue. 
The underlying causes are poorly understood but 
personality and preoperative mental status, change 
of environment, anxiety and fear, immobilization 
and alterations in normal diurnal rhythms may all 
have a role [2].

Recently, it has been suggested that multiorgan 
failure following infection, major trauma or other 
critical illness may also be a potentially protective 
mechanism, because reduced cellular metabolism 

could increase the chances of survival of cells and 
thus organs, so multiorgan failure may be considered 
a functional rather than structural abnormality, 
which occurs as a result of acute phase changes in 
hormones and infl ammatory mediators [3].

It has been argued that attenuating the metabolic 
and endocrine changes associated with surgery may 
reduce postoperative morbidity and expedite re-
covery. However, there is no strict defi nition of 
recovery. Many studies have looked at outcomes fol-
lowing major surgery, but this commonly refers to 
serious morbidity or mortality. There is no agree-
ment on how recovery is best defi ned or how it can 
be measured, although time to eating and drinking, 
return to activities of daily living (ADL) and return to 
work have all been used [4].

One of the fi rst formal descriptions of the stress re-
sponse was by Cuthbertson [5] who, in 1932, docu-
mented the metabolic responses of four patients with 
lower limb injuries. He described the physiological 
changes that occurred and introduced the terms 
‘ebb’ and ‘fl ow’ to illustrate the initial decrease, and 
subsequent increase, in metabolic activity. The 
early descriptive studies were soon replicated and 
extended by further investigators [6] but attempts to 
link the systemic stress response with hormonal 
changes were initially hampered by diffi culties in 
accurately measuring so-called ‘stress hormones’ 
[7–10].

Measurement of corticosteroids in the 1950s con-
fi rmed increased glucocorticoid secretion following 
injury and, in 1959, Hume [11] and Egdahl [12] 
demonstrated that afferent neuronal input from 
the surgical site activated hypothalamic–pituitary 
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hormone secretion and the sympathetic nervous 
system. In animals with an intact sciatic nerve or spi-
nal cord, operative injury or superfi cial burns to a 
limb caused a rapid and sustained increase in adrenal 
hormones. If the nerve or spinal cord was transected, 
these changes were prevented.

The development of reliable assay techniques for 
catecholamines by von Euler and colleagues enabled 
the physiological effects of increased sympathetic 
nervous system activity following surgery to be stud-
ied [13–15]. Hypothalamic activation of the auto-
nomic nervous system results in increased secretion 
from the adrenal medulla and presynaptic nerve ter-
minals leading to the well-recognized cardiovascular 
effects of hypertension and tachycardia, as well as 
some of the metabolic aspects of the stress response 
such as hyperglycaemia.

The existence of ‘wound hormones’ has been pos-
tulated since the 1950s. The hypothesis that local 
substances can infl uence many of the changes asso-
ciated with surgery was advanced by the discovery of 
cytokines and their role in the perioperative stress 
response. Early studies of cytokines from the 1950s 
to the 1970s involved the description of numerous 
protein factors produced by different cells that medi-
ated particular functions in vitro. The second phase of 
cytokine research involved the purifi cation of many 
individual cytokines and, in the past two decades, 
molecular cloning and the production of highly spe-
cifi c assays have resulted in the precise identifi cation 
of the structure and properties of individual 
cytokines [16].

Initiation of the stress response

Hormones
The hypothalamic–pituitary axis and the sympathe-
tic nervous system are activated by afferent neuronal 
input from the operative or injured site (both 
somatic and autonomic) and by the release of cy-
tokines from the damaged area. The pituitary re-
sponse is characterized by an increase in the secretion 
of adrenocorticotrophin (ACTH), growth hormone 
(GH), β endorphin and prolactin from the anterior 
pituitary. The secretion of luteinizing hormone (LH), 
follicle-stimulating hormone (FSH) and thyroid-
stimulating hormone (TSH) also changes, but these 

hormones have been studied in much less detail. 
Arginine vasopressin (AVP) is released from the pos-
terior pituitary. The increased pituitary hormone 
secretion has secondary effects on target organs. 
Corticotrophin (ACTH) from the anterior pituitary 
stimulates cortisol secretion from the adrenal gland 
and AVP increases the permeability of the collecting 
ducts in the kidney. In general, the magnitude of the 
response is proportional to the severity of the trauma 
and there is a failure of the normal feedback mecha-
nisms that control hormone secretion. For example, 
hypercortisolaemia fails to inhibit further produc-
tion of ACTH and, similarly, hyperglycaemia fails to 
inhibit GH secretion. Enhanced secretion of catabolic 
hormones predominates, whereas anabolic hor-
mone secretion, such as insulin and testosterone, 
is suppressed.

Sympathoadrenal response
Hypothalamic activation of the sympathetic auto-
nomic nervous system results in increased secretion 
of catecholamines from the adrenal medulla and 
release of noradrenaline (norepinephrine) from 
presynaptic nerve terminals. Noradrenaline serves 
predominantly as a neurotransmitter, but some of 
that released from nerve terminals spills over into 
the circulation. This increased sympathetic activity 
results in the well-recognized cardiovascular effects 
of tachycardia, hypertension and hyperglycaemia. 
Recently, strenuous efforts have been made to re-
duce perioperative cardiac morbidity by obtunding 
the increase in sympathetic activity with periopera-
tive β-blockade [17–19], or by the use of α2-
adrenergic agonists [20–23].

In addition, the function of certain visceral organs, 
including the liver, pancreas and kidneys, is modi-
fi ed directly by efferent sympathetic stimulation and 
by circulating catecholamines [24]. Sympathetic 
stimulation of the pancreas results in an increase in 
glucagon secretion and inhibition of insulin secre-
tion. Glucagon release stimulates glycogen break-
down in the liver and muscle leading to increased 
glucose and lactate concentrations. There is mobili-
zation of free fatty acids from triglyceride stores. 
Renin is released from the kidneys leading to the 
conversion of angiotensin I to angiotensin II. The 
latter stimulates the secretion of aldosterone from 
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the adrenal cortex, which, in turn, increases sodium 
absorption from the distal convoluted tubule of the 
kidney.

Cortisol
Corticotrophin (ACTH) from the anterior pituitary is 
secreted in response to corticotrophin-releasing hor-
mone (CRH), a 41 amino acid peptide synthesized in 
the hypothalamus and secreted into the hypophy-
seal–portal system. The onset of surgery is associated 
with the rapid secretion of ACTH, which is synthe-
sized as part of a large precursor molecule, pro-
opiomelanocortin (POMC). In the human anterior 
pituitary, POMC is cleaved by a serine endoprotease, 
predominantly into ACTH, β-lipotropin and an N-
terminal precursor. AVP has an important role in the 
control of ACTH secretion during stress, by directly 
stimulating the release of ACTH and acting synergis-
tically with CRH, as well as regulating pituitary CRH 
receptor expression.

ACTH acts on the adrenal gland through a specifi c 
cell surface receptor, a member of the G-protein-
coupled receptor family. Feedback inhibition by cor-
tisol normally prevents any further increases in CRH 
or ACTH production. Cortisol is a C21 corticosteroid 
with both glucocorticoid and mineralocorticoid ac-
tivity [25]. Endogenous cortisol production is 25–
30 mg/day and circulating concentrations vary in a 
circadian pattern, with a half-life in the circulation of 
60–90 minutes [26].

Plasma cortisol concentrations increase rapidly 
in response to surgical stimulation and remain ele-
vated for a variable time following surgery. Peak 
values are achieved 4–6 hours after surgery or injury 
and return towards baseline after 24 hours [27]; 
this increase in plasma cortisol may, however, be 
sustained for up to 48–72 hours following major 
surgery, such as cardiac surgery. The magnitude 
and duration of the cortisol response refl ect the 
severity of surgical trauma, as well as the occur-
rence of postoperative complications, and values 
>1500 nmol/L are not uncommon [28,29]. Increased 
cortisol production is secondary to ACTH secretion, 
but the plasma ACTH concentration is far greater 
than that required to produce a maximal adrenocor-
tical response. Furthermore, the normal pituitary 
adrenocortical feedback mechanism is no longer 

effective, as both hormones remain increased simul-
taneously. The administration of ACTH during 
surgery does not cause a further increase in cortisol 
secretion [27].

The amount of cortisol secreted following major 
surgery, such as abdominal or thoracic surgery, is 
75–100 mg on the fi rst day [30–32]. Minor surgery, 
such as herniorrhaphy, induces less than 50 mg 
cortisol secretion during the fi rst 24 hours [33]. How-
ever, because of changes in volume of distribution 
and half-life of cortisol during surgery, these calcula-
tions may be an overestimation [34].

Cortisol has complex effects on the intermediate 
metabolism of carbohydrate, fat and protein [35]. It 
causes an increase in blood glucose concentration by 
stimulating protein catabolism and promoting glu-
cose production in the liver and kidney by gluconeo-
genesis from the mobilized amino acids. Cortisol 
reduces peripheral glucose utilization by an anti-
insulin effect. Glucocorticoids inhibit the recruit-
ment of neutrophils and monocyte–macrophages 
into the area of infl ammation [36,37] and also have 
well-described anti-infl ammatory actions, mediated 
by a decrease in the production of infl ammatory me-
diators such as leukotrienes and prostaglandins [38]. 
In addition, there is immunoregulatory feedback 
between the glucocorticoid hormones and inter-
leukin-6 (IL-6); the production and action of IL-6 are 
inhibited by ACTH and cortisol [39].

Growth hormone
The secretion of GH, a 191 amino acid protein, is 
controlled by growth hormone releasing hormone 
(GRH) and somatostatin released by the hypoth-
alamus. GRH secretion is episodic and surges in 
growth hormone secretion usually coincide with 
increases in its secretion. Somatostatin secretion is 
more tonic. Somatostatin is also found in the endo-
crine pancreas, where it inhibits secretion of insulin 
and other pancreatic hormones, and in the gastro-
intestinal tract where it is an important inhibitory 
gastrointestinal hormone. Growth hormone, also 
known as somatotrophin, has a major role in growth 
regulation. The anabolic effects of growth hormone 
are mediated through polypeptides synthesized 
in the liver, muscle and other tissues. These are 
called somatomedins or insulin-like growth factors 
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(because of their structural similarity to insulin) and 
act on cartilage, bone and skeletal muscle. Several 
insulin-like growth factors (IGFs) have been isol ated; 
the main polypeptide is somatomedin C or IGF-1. In 
addition to its effects on growth, GH has many effects 
on metabolism. In particular, it stimulates protein 
synthesis and inhibits protein breakdown. Other 
metabolic effects of GH include stimulation of lipoly-
sis and an anti-insulin effect. This results in inhibi-
tion of glucose uptake and oxidation by cells, thus 
sparing it for use by tissues that have obligatory re-
quirements for glucose such as brain, renal medulla, 
retina and red blood cells. GH also stimulates glycog-
enolysis in the liver; however, the diabetogenic ef-
fects of GH are not thought to be signifi cant during 
surgery and hormones such as cortisol and catecho-
lamines have a more signifi cant role in perioperative 
hyperglycaemia. Growth hormone has enjoyed a re-
surgence of interest as its potential for promoting 
anabolism after injury has been explored. Attempts 
have been made to use recombinant growth hor-
mone, IGF-1 or both to reduce muscle catabolism 
and improve wound healing in severely catabolic 
states and in critically ill patients, but as yet the evi-
dence is inconclusive [40–42]. In some patients 
the use of GH was associated with increased 
mortality [42].

b-Endorphin and prolactin 
β-Endorphin is an opioid, a 31 amino-acid peptide 
produced from the cleavage of POMC and increased 
concentrations during surgery refl ect anterior pitui-
tary stimulation. The secretion of prolactin is under 
tonic inhibitory control via prolactin-release-
inhibitory-factor (dopamine) and increased prolac-
tin secretion occurs by release of inhibitory control. 
Increased circulating prolactin concentrations are 
found after surgery and exercise. Prolactin has a 
major role during pregnancy and lactation. The 
physiological effects of increased secretion of both 
hormones during surgery are unknown, but they 
may alter immune function.

Insulin and glucagon
Insulin is a polypeptide hormone secreted by β cells 
of the pancreas. Its structure consists of a 21 amino 
acid and a 30 amino acid peptide chain linked by di-

sulphide cross-bridges. It is the key anabolic hor-
mone and is normally released after food intake, 
when blood glucose and amino acid concentrations 
increase (Table 21.1). Insulin promotes the uptake of 
glucose into muscle, liver and adipose tissue and 
its conversion into glycogen and triglycerides. 
Hepatic glycogenolysis and hepatic and renal 
gluconeogenesis are inhibited, but at higher concen-
trations of insulin than those that mediate the pe-
ripheral effects.

The hyperglycaemic response to surgical stress is 
characterized by the failure of insulin secretion to re-
spond to the glucose stimulus [43]. This is caused 
partly by α2-adrenergic inhibition of β-cell secretion 
and also by insulin resistance, where a normal or 
even elevated concentration of insulin produces a 
subnormal biological response. Insulin resistance 
has been defi ned as ‘the unresponsiveness of 
anabolic processes to the normal effects of insulin’ 
[44]. The precise mechanisms underlying the devel-
opment of insulin resistance following surgery or 
trauma remain unclear, but are not simply elevated 
concentrations of counter-regulatory hormones 
such as cortisol and excessive cytokine secretion 
[45]. Enthusiastic attempts have been made to con-

Table 21.1 Key metabolic effects of insulin.

Carbohydrate metabolism
Increases uptake of glucose into skeletal muscle and 
adipose tissue

Increases storage of glucose as glycogen in muscle and liver

Reduces rate of breakdown of glycogen in muscle and liver

Reduces conversion of amino acids to glucose in liver and 
kidney (gluconeogenesis)

Lipid metabolism
Increases lipogenesis in the liver

Reduces lipolysis in adipose tissue

Decreases ketone body production by the liver

Protein metabolism
Increases uptake of amino acids by skeletal muscle and liver

Reduces rate of protein breakdown in skeletal muscle
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trol perioperative hyperglycaemia, particularly be-
cause the clinical benefi ts of returning blood glucose 
concentrations to normal in surgical intensive care 
patients has been shown clearly by van den Berghe 
et al. [46]. It has been suggested that postoperative or 
post-traumatic insulin resistance can be prevented 
or attenuated by previous glucose loading via the 
oral or intravenous route [47–49].

Glucagon is produced in the α cells of the pancreas. 
In contrast to insulin, glucagon release promotes he-
patic glycogenolysis and gluconeogenesis; it also has 
lipolytic activity. Concentrations increase briefl y 
in response to surgical procedures, but it is not 
thought to contribute signifi cantly to perioperative 
hyperglycaemia.

Thyroid-stimulating hormone and 
thyroid hormones
Thyrotropin or thyroid-stimulating hormone (TSH), 
secreted by the anterior pituitary, promotes the 
production and secretion of thyroxine (T3) and 
triiodothyronine (T4) from the thyroid gland. The 
secretion of TSH is controlled by a tripeptide, thyro-
tropin-releasing hormone (TRH) from the hypotha-
lamus, and the blood concentration of free T3 and 
T4. Small amounts of metabolically inactive reverse 
T3 (rT3) are also produced. T3 is formed in the tissues 
by deiodination of T4 and it is 3–5 times more active 
than T4. Both hormones are extensively protein 
bound, to albumin, thyroxine-binding pre-albumin 
and thyroid-binding globulin, and have a long half-
life (T3, 24 h; T4, 7 days). The free thyroid hormones 
in the circulation are metabolically active and their 
concentrations are in equilibrium with bound hor-
mones [50]. Free T3 and T4 exert negative feedback 
on TSH secretion at the anterior pituitary. Thyroid 
hormones stimulate oxygen consumption in most of 
the metabolically active tissues of the body, with the 
exception of brain, spleen and anterior pituitary. 
Consequently, metabolic rate and heat production 
are also increased. There is rapid cellular uptake of 
glucose, increased glycolysis and gluconeogenesis 
and enhanced carbohydrate absorbtion from the gut 
in order to fuel increased metabolic activity. Thyrox-
ine increases lipid mobilization from adipose tissue 
causing an increase in free fatty acids but a decrease 
in plasma cholesterol, phospholipids and triglycer-

ides. In physiological concentrations T3 and T4 have 
a protein anabolic effect, but in larger doses their 
effects are catabolic.

The activity of thyroid hormones is closely associ-
ated with that of catecholamines. Adrenaline and 
noradrenaline also increase the metabolic rate and 
thyroid hormones increase the sensitivity of the 
heart to catecholamines by increasing the number 
and affi nity of cardiac β receptors.

Concentrations of TSH increase during surgery, or 
immediately afterwards, but this effect is not pro-
longed. However, there is usually a pronounced and 
prolonged decrease in T3 concentrations (both free 
and protein-bound) and an increase in rT3. This is 
caused partly by cortisol, which has a suppressive ef-
fect on TSH secretion and which induces preferential 
formation of metabolically inactive rT3 [3]. Changes 
in thyroid hormone metabolism may represent 
adaptive responses to limit increases in metabolic 
rate in the presence of increased sympathetic 
activity.

Gonadotrophins 
The gonadotrophins LH and FSH are secreted from 
the anterior pituitary. FSH is responsible for devel-
opment of ovarian follicles in women and mainte-
nance of the spermatic epithelium in males. LH 
stimulates growth and development of the Leydig 
cells of the testis, which produce testosterone. In 
females, LH promotes maturation of the ovarian 
follicle and the secretion of oestrogen. It also stimu-
lates formation of the corpus luteum from the 
follicles after ovulation. Testosterone is a C19 ster-
oid, synthesized from cholesterol in the Leydig cells 
of the testis. Small amounts are also produced from 
the adrenal cortex. Testosterone has a negative feed-
back effect on LH secretion from the anterior pitui-
tary. In addition to its reproductive effects, 
testosterone has important effects on protein anabo-
lism and growth. Following surgery, testosterone 
concentrations are decreased for several days, al-
though LH concentrations show variable changes 
[51]. Oestrogen concentrations have also been 
shown to decrease for up to 5 days following surgery 
[52]. This may be caused, in part, by changes in corti-
sol and prolactin [3]. The signifi cance of these chang-
es is uncertain, but the decline in testosterone 
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secretion is another example of the failure of anabol-
ic hormone secretion.

Arginine vasopressin
The posterior pituitary is an extension of the hypoth-
alamus and secretes two hormones, AVP and oxy-
tocin. Both hormones are synthesized in the cell 
bodies of the supraoptic nucleus and the paraven-
tricular nucleus of the hypothalamus. They are 
bound to a specifi c transport protein, neurophysin, 
and transported in vesicles along the axons to coa-
lesce into storage vesicles in the nerve terminals of 
the posterior pituitary. AVP is a nonapeptide with a 
biological half-life of 16–20 minutes. Three receptors 
have been identifi ed: V1A, V1B and V2. All are G-
protein-coupled. The V1A and V1B receptors act 
through phosphotidylinositol hydolysis to increase 
intracellular Ca2+ concentration. V2 receptors act 
through Gs to increase cyclic adenosine monophos-
phate (cAMP) concentrations. The V1A receptors 
mediate vasoconstriction. Vasopressin is a potent 
stimulator of vascular smooth muscle in vitro but 
large amounts are required to raise blood pressure in 
vivo because vasopressin also acts at the area pos-
trema to cause a decrease in cardiac output. Haemor-
rhage is a potent stimulus to vasopressin secretion. 
V1A receptors also occur in the liver and brain. Vaso-
pressin causes glycogenolysis in the liver and serves 
as a neurotransmitter in the brain and spinal cord. 
V1B receptors (also known as V3 receptors) are found 
in the anterior pituitary and increase ACTH release. 
Vasopressin exerts its antidiuretic effect via V2 recep-
tors by activating protein water channels in the lumi-
nal membranes of the principal cells of the collecting 
ducts. In certain physiological situations, simple dif-
fusion of water is augmented by movement through 
water channels called aquaporins. Five of these have 
now been identifi ed and the vasopressin-responsive 
water channel in the collecting ducts is aquaporin-2. 
These channels are stored in endosomes inside the 
cell and vasopressin causes their rapid translocation 
to the luminal membranes [53]. In addition, AVP 
enhances haemostasis by increasing factor VIII 
activity.

Cytokines 
The concept that circulating factors, so-called ‘wound 

hormones’, released from the site of injury or trauma 
could be responsible for some of the metabolic 
changes associated with surgery has existed since the 
1950s. Indeed, surgical patients have been described 
as ‘a stew of pulsating cytokines’ [54].

Cytokines are low molecular weight (<80 kDa), 
heterogeneous glycoproteins, which include inter-
leukins, interferons, growth factors and tumour 
necrosis factor (TNF). They are synthesized by 
activated macrophages, neutrophils, lymphotcyes, 
fi broblasts, endothelial and glial cells in response to 
tissue injury from surgery or trauma [16]. Although 
they exert most of their effects locally (paracrine), 
they can also act systemically (endocrine). Cytokines 
have an important role in mediating immunity and 
infl ammation by acting on surface receptors of target 
cells. The most important cytokine associated with 
surgery is IL-6. Increases occur 2–4 hours after the 
start of surgery, with peak values occurring after 12–
24 hours. The size and duration of the IL-6 response 
refl ects the severity of tissue damage [55]. Cytokine 
secretion cannot be modifi ed by the use of neuronal 
blockade [56] but laparoscopic surgical techniques 
result in smaller increases in IL-6 than those follow-
ing conventional open surgery [57]. Circulating 
TNF-α and IL-1β values do not change signifi cantly 
unless there is malignancy or underlying chronic in-
fection, but increases may be found locally at the site 
of tissue damage.

The immune and the neuroendocrine systems are 
closely interconnected. IL-1 and IL-6 have been 
shown to stimulate secretion from isolated pituitary 
cells [58]. In surgical patients, circulating cytokines 
may augment pituitary ACTH secretion and conse-
quently increase the release of cortisol, sustaining 
the glucocorticoid response to injury for several days. 
A negative feedback system exists whereby gluco-
corticoids decrease cytokine production by inhibit-
ing gene expression. Thus, the cortisol response to 
surgery limits the severity of the infl ammatory re-
sponse. It has been suggested that increased intracer-
ebral IL-6 results in the enhanced cortisol secretion 
found after cerebral haemorrhage [58].

IL-6, and other cytokines, cause the acute phase 
response, which includes the production of acute 
phase proteins such as fi brinogen, C-reactive protein 
(CRP), complement proteins, amyloid P component, 
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amyloid A and ceruloplasmin in the liver [59,60]. 
Their function is to promote haemostasis, limit tissue 
damage and enhance repair and regeneration. Syn-
thesis of acute phase proteins occurs at the expense 
of decreased production of other key proteins such as 
albumin and transferrin. Concentrations of circulat-
ing cations such as zinc and iron decrease, partly as a 
result of changes in the production of transport pro-
teins. Other important aspects of the acute phase re-
sponse include fever, granulocytosis and lymphocyte 
differentiation (Table 21.2).

The acute phase response prevents further tissue 
damage, isolates and destroys infective organisms, 
activates the repair processes and is considered an in-
tegral part of wound healing and repair.

Metabolic consequences

Substrate mobilization, to provide fuel for oxidation, 
is an intrinsic aspect of the stress response to surgery 
or trauma.

Carbohydrate metabolism
Hyperglycaemia is a major feature of the metabolic 
response to surgery and results from an increase in 
glucose production and a reduction in peripheral 

glucose utilization. This is facilitated by catecho-
lamines and cortisol, which promote glycogenolysis 
and gluconeogenesis. The increase in blood glucose 
is proportional to the severity of surgery or injury 
and roughly parallels the increases in catecholamines 
in the early phases of injury. Cataract surgery under 
general anaesthesia causes a small increase of 
approximately 0.5–1 mmol/L [61], whereas cardiac 
surgery results in more marked hyperglycaemia and 
values greater than 10 mmol/L are not uncommon. 
The hyperglycaemic response is enhanced by the ia-
trogenic effects of administration of glucose infu-
sions and blood products. The usual mechanisms 
that regulate glucose production and uptake are in-
effective. Catabolic hormones promote glucose pro-
duction and glucose utilization is impaired because 
of an initial failure of insulin secretion followed by 
insulin resistance. There is little evidence to suggest 
that growth hormone or glucagon have a signifi cant 
role in perioperative hyperglycaemia. Glucose con-
centrations >12 mmol/L increase water and electro-
lyte loss and impair wound and anastomotic healing 
and increase infection rates [62,63]. There is also an 
increased risk of ischaemic damage to the nervous 
system and myocardium; prognosis after an acute 
myocardial infarction or cerebral event is worse in 
the presence of hyperglycaemia.

Protein metabolism
Initially, there is inhibition of protein anabolism, fol-
lowed later, if the stress response is severe, by en-
hanced catabolism. Protein catabolism is stimulated 
by increased circulating cortisol and cytokine con-
centrations. The amount of protein degradation is 
infl uenced by the type of surgery and also by the nu-
tritional status of the patient; following major ab-
dominal surgery up to 0.5 kg/day of lean body mass 
can be lost resulting in signifi cant muscle wasting 
and weight loss. Skeletal muscle protein is mainly 
affected but some visceral muscle protein may also 
be catabolized to release essential amino acids. 
Amino acids, particularly glutamine and alanine, are 
used for gluconeogenesis in the liver and renal cor-
tex to maintain circulating blood glucose >3 mmol/L 
and also for synthesis of acute phase proteins in the 
liver. However, albumin production is reduced 
impairing the maintenance of the extracellular vol-

Table 21.2 The acute phase response.

Tissue injury → cytokine production, particularly IL-6

Acute phase protein synthesis in liver: C-reactive protein, 
serum amyloid A, serum amyloid P component, metal 
binding proteins, proteinase inhibitors, complement 
proteins, coagulation proteins

Hepatic sequestration of cations (e.g. iron and zinc)

Reduction in transport proteins (e.g. albumin, transferrin)

Pyrexia (fever of trauma)

Neutrophil leucocytosis

Increased muscle proteolysis

Increased vascular permeability

Activation of hypothalamic–pituitary axis (in vitro)

Lymphocyte differentiation
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ume. The total amount of protein loss can be assessed 
indirectly by measuring nitrogen excretion in the 
form of urea in the urine; 3-methylhistidine excre-
tion is a more precise estimate of skeletal muscle pro-
tein breakdown. The exact mechanisms responsible 
for muscle protein loss still have not been fully eluci-
dated because catabolic hormones appear to have 
only a minor role. Prolonged infusions of catabolic 
hormones into volunteers have only minimal effects 
on nitrogen balance [64]. Attempts to prevent 
protein loss after surgery, by providing nutritional 
support  —  enteral and parenteral  —  have proved dis-
appointing [65–67]. The availability of additional 
substrates has little effect in overcoming the 
inhibition of protein anabolism and preventing 
catabolism.

Fat metabolism
Interestingly, few changes occur in lipid mobiliza-
tion following surgery, unless starvation becomes a 
major factor postoperatively. Plasma non-esterifi ed 
fatty acids (NEFA) and ketone body concentrations 
do not change signifi cantly. Increased catecho-
lamine, cortisol and glucagon secretion, in combina-
tion with insulin defi ciency, promote some lipolysis 
and ketone body production. Triglycerides are me-
tabolized to fatty acids and glycerol; the latter is a glu-
coneogenic substrate. High glucagon and low insulin 
concentrations also promote oxidation of NEFAs to 
acyl CoA, which is converted in the liver to ketone 
bodies (β-hydroxybutyrate, acetoacetate and ace-
tone). These serve as a useful water-soluble fuel 
source for many organs.

The most dramatic changes in lipid metabolism are 
seen during cardiac surgery. Heparinization activates 
lipoprotein lipase which acts on triacylglycerol to 
cause a dramatic increase in circulating NEFA con-
centrations. Circulating concentrations may exceed 
2 mmol/L uring cardiopulmonary bypass, which 
may have toxic effects on cell membranes, in 
particular, promoting arrhythmias. The problem is 
less severe with the new ‘cleaner’ heparins.

Salt and water metabolism
AVP secretion results in water retention, concentrat-
ed urine and potassium loss and may continue for 3–
5 days following surgery. Renin is secreted from the 

juxtaglomerular cells of the kidney secondary to 
sympathetic efferent activation. It converts angi-
otensin I to angiotensin II, which in turn releases al-
dosterone from the adrenal cortex promoting sodium 
and water retention from the collecting ducts. Under 
the infl uence of aldosterone, increased amounts of 
Na+ are exchanged for K+ and H+, producing a K+ 
diuresis and an increase in urine acidity.

Fatigue and behavioural changes

Although psychological changes such as increased 
anxiety and depression are common after major sur-
gery, they usually resolve rapidly after the patient 
leaves hospital. However, feelings of malaise may 
persist for several months. These feelings of malaise 
are often referred to as postoperative fatigue and are 
commonly assumed to be a consequence of the 
physiological changes associated with surgery. This 
assumption led to the adoption of a simple stimulus–
response model to explain the occurrence of post-
operative fatigue. Minor surgery with small 
physiological changes would not result in fatigue, 
whereas major surgery with marked prolonged 
physiological responses would result inevitably in 
severe fatigue. It has been shown repeatedly that a 
simple physiological explanation for postoperative 
fatigue is untenable, as even in studies in which fa-
tigue is a major occurrence it is absent in 30–40% of 
patients. It is likely that the pursuit of the physiologi-
cal basis of fatigue has hindered progress in under-
standing the phenomenon. Currently, postoperative 
fatigue is poorly defi ned and inadequately meas-
ured. It is not inevitable even after major surgery, but 
the causes are still not known and there is essentially 
no specifi c treatment. 

Recent research in this area has started to explore 
the psychological aspects of fatigue. It has been sug-
gested that fatigue after surgery may be explained 
not as a pathological change, but as a component of 
motivational response. This notion is supported by 
studies showing that the severity of preoperative fa-
tigue predicts postoperative fatigue, and that there is 
an association between fatigue and anxiety and de-
pression or negative mood. The most obvious mani-
festation of fatigue is a reluctance to move. It is 
important to realize that immobility after surgery is 
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common and originally served as a protective func-
tion in an injured animal. Rapid movement will im-
pair healing. Movement is still possible if the external 
threat is suffi ciently great and thus immobility can be 
considered a motivational response.

This new perspective on fatigue may explain 
some of the anomalous clinical fi ndings. Posto-
perative fatigue is virtually absent after elective 
joint arthroplasty and yet is often severe and persist-
ent after major abdominal surgery. However, the 
nature and severity of the physiological changes to 
surgery are similar. It is possible that psychological 
aspects of surgery may explain the differences in
 occurrence of postoperative fatigue. Joint arthro-
plasty is an operation that is often desired by the pa-
tient and expected to improve their quality of life, 
but major abdominal surgery is rarely life-enhanc-
ing and may even be life-threatening. The impor-
tance of the expectations of the patient and the staff 
in infl uencing the psychological changes after 
surgery in the patient are obvious. It is possible that 
in those ‘integrated packages of care’ designed to 
enhance recovery after major surgery, regional an-
aesthesia, laparoscopically assisted surgery, early 
oral feeding, vigorous rehabilitation, it is the altered 
expectations of the patient during the preoperative 
assessment that have a key role in ensuring early 
mobilization and minimal fatigue. It is important 
to note that patients tend to behave in ways that 
refl ect the medical staff’s expectations, so patient 
education will be ineffective unless the medical 
and nursing staff also advocate an early discharge 
policy.

At present, postoperative fatigue should be con-
sidered a component of the emotional rather than 
the physiological response to surgery.

Modifying the stress response

Although it is common practice to view the stress re-
sponse as an inevitable consequence of surgical trau-
ma, many approaches to decreasing the metabolic 
sequelae have been investigated. Kehlet [68] and 
others have suggested that the surgical stress re-
sponse is an ‘epiphenomenon’ and decreasing 
the endocrine and metabolic changes that occur may 
reduce major perioperative morbidity.

Intravenous induction agents
Etomidate, an imidazole derivative, is a potent in-
hibitor of adrenal steroidogenesis and acts on the 
mitochondrial 11β-hydroxylase step and cholesterol 
cleavage part of the biosynthetic pathway. Fragen 
et al. [69] showed that a single induction dose of 
etomidate inhibited cortisol and aldosterone pro-
duction for up to 8 hours after pelvic surgery. Etomi-
date is often used in sick patients with limited 
cardiovascular reserve without adverse effects, 
thereby raising the question of how much circul-
ating cortisol is required in routine surgery for 
cardiovascular stability. The primate work by 
Udelsman et al. [70] inferred that only resting 
circulating values of cortisol were necessary to 
ensure a normal outcome after surgery. Both di-
azepam and midazolam have also been shown to 
inhibit cortisol production from isolated bovine 
adrenocortical cells in vitro [71]. Midazolam, which 
has an imidazole ring in addition to its benzodi-
azepine structure, was found to decrease the 
cortisol response to peripheral surgery [72] 
and major upper abdominal surgery [73] and 
may also have a direct effect on ACTH secretion 
[72].

Volatile anaesthetic agents 
Volatile anaesthetic agents probably have little effect 
on the hypothalamic–pituitary–adrenal (HPA) axis 
at low concentrations. No difference was found be-
tween 2.1 and 1.2 MAC halothane in obtunding the 
pituitary hormone and sympathoadrenal responses 
to pelvic surgery [74]. It is likely that other volatile 
anaesthetic agents behave similarly at clinical 
concentrations.

High-dose opioid anaesthesia
The ability of morphine to inhibit the HPA axis has 
been known for many years [75], but it was only in 
the 1970s that the use of morphine to modify the 
metabolic and endocrine responses to surgery  was 
fi rst investigated [76]. However, large doses of mor-
phine resulted in unacceptably prolonged recovery 
times. Fentanyl 50 µg/kg i.v. abolished the cortisol 
response to pelvic surgery [77] but 100 µg/kg was re-
quired in upper abdominal surgery [78]. The inhibi-
tory effect of fentanyl on surgically induced secretion 
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of pituitary hormones is mediated via the hypothala-
mus [79]. The inevitable penalty of this technique is 
profound respiratory depression for several hours 
postoperatively. Many studies have examined the 
effects of high-dose fentanyl and its congener, sufen-
tanil, on the hormonal response to cardiac surgery 
[80]. In general, the majority of studies have shown 
that endocrine changes are attenuated only until the 
start of cardiopulmonary bypass.

Regional anaesthesia
It is well recognized that complete afferent blockade, 
both somatic and autonomic, is necessary to prevent 
stimulation of the HPA axis. Thus, an extensive T4–
S5 block is necessary for pelvic surgery [81] and it has 
been known for over 30 years that it is very diffi cult 
to prevent cortisol secretion with regional anaesthe-
sia in upper abdominal surgery [82]. Other opera-
tions, amenable to complete afferent blockade, are 
limb and eye surgery [83]. However, it is worth not-
ing that cytokine-mediated responses, which occur 
as a consequence of tissue trauma, are not altered by 
afferent neuronal blockade [56].

Whether epidural anaesthesia and analgesia im-
prove the outcome of major surgery is a long-
running controversy. Proponents of the technique 
cite benefi cial effects resulting from attenuation of 
the stress response, which in turn has advantages for 
postoperative hypercoagulability and cardiovascu-
lar, respiratory, gastrointestinal, metabolic and im-
mune function [84,85]. Rodgers et al. [86] concluded 
that epidural or spinal anaesthesia results in a signi-
fi cant reduction in postoperative morbidity and 
mortality. However, this systematic review, which 
claimed a reduction in mortality of one-third that 
does not differ by surgical group, type of regional 
nerve blockade or use of general together with re-
gional anaesthesia, has been the subject of intense 
controversy and many of its fi ndings have been 
questioned. There is evidence that epidural analgesia 
provides better postoperative pain relief and short-
ens the intubation time and intensive care stay of 
patients undergoing specifi c procedures such as 
abdominal aortic surgery [87]. A recent randomized 
controlled trial found that in high-risk patients 
undergoing major abdominal surgery adverse mor-
bid outcomes were not decreased by the use of 

combined epidural and general anaesthesia and 
postoperative epidural analgesia [88]. The only 
signifi cant benefi t with the epidural regimen was a 
decreased occurrence of postoperative respiratory 
failure. Epidural analgesia following gastrointestinal 
surgery has been shown to be associated with im-
proved pain control, a shorter duration of posto-
perative ileus and fewer pulmonary complications, 
but did not affect the incidence of anastomotic leak-
age, intraoperative blood loss, transfusion require-
ments, risk of thromboembolism or cardiac morbidity 
[89]. Epidural analgesia is an integral part of multi-
modal rehabilitation programmes that also include 
early nutrition, mobilization and avoidance of opi-
ates. It is not possible to determine the precise role 
played by regional anaesthesia in these programmes 
[90–92].

At present there remains a need for large 
multicentre prospective randomized trials to assess 
defi nitively the impact of epidural anaesthesia and 
analgesia on morbidity and mortality [93].

Minimal access surgery
The introduction of endoscopic surgical techniques 
has drawn attention to the importance of the infl am-
matory aspects of surgery. Laparoscopic surgery 
causes less tissue damage than conventional proce-
dures, so the increases in biochemical markers of in-
fl ammation, such as IL-6 and CRP are not as great. 
For individual surgeons, increasing the annual 
caseload of laparoscopic surgery results in shorter 
hospital stays for patients, although for laparoscopic 
cholecystectomy this has not affected postoperative 
mortality [94].

The classic neuroendocrine response (increases in 
cortisol, glucose and catecholamines) to abdominal 
surgery such as open cholecystectomy is not signifi -
cantly altered by undertaking the operation using a 
laparoscopic technique. The anaesthetic technique 
has little effect on the cytokine response because it 
cannot infl uence tissue trauma [95,96]. Combined 
analgesic regimens, which included high-dose ster-
oids (30 mg/kg prednisolone), cause a small decrease 
in IL-6 concentrations and the acute phase response. 
However, their use is precluded because of the 
risk of unwanted side-effects including wound 
dehiscence [97].
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Endoscopic surgery results in a decreased acute 
phase response and preserves immune function 
compared with conventional open techniques [98]. 
It has been recommended as the treatment of choice, 
instead of laparotomy, for benign pelvic disease 
whenever feasible [99]. However, concerns have 
been expressed about its suitability for the treatment 
of malignant disease, particularly because of port-
site recurrences when used in the treatment of colo-
rectal cancer [100]. Recent studies have shown that 
laparoscopic resection of rectosigmoid carcinoma 
does not jeopardize survival and disease control of 
patients [101] and laparoscopically assisted colecto-
my is more effective than open colectomy in terms of 
morbidity, hospital stay, tumour recurrence and 
cancer-related survival [102]. The mechanism for 
this is unknown but it has been suggested that better 
immune function and reduced tumour manipula-
tion may both contribute [102].

The effects of non-steroidal anti-infl ammatory 
drugs (NSAIDs) on the infl ammatory response to 
surgery depend on the timing of their administra-
tion. When given during and after surgery they are 
ineffective and must be used for 24 hours preopera-
tively in addition before any benefi cial effects are 
found [103]. It has been suggested that cyclo-
oxygenase-2 (COX-2) inhibitors would have a simi-
lar analgesic potency, but a better safety profi le 
compared with older NSAIDs in terms of gastrointes-

tinal tract and platelet function [89], but this view 
has recently been challenged, particularly for 
patients with cardiovascular disease [104].

Conclusions

In summary, the stress response to surgery or trauma 
is characterized by a series of changes in the circulat-
ing levels of hormones and infl ammatory mediators 
such as cytokines (Table 21.3). Psychological mani-
festations of the stress response, or postoperative 
fatigue, although not inevitable, may also occur. 
There have been several approaches to minimizing 
the stress response to surgery, including using re-
gional anaesthesia or minimally invasive surgical 
techniques. Although some approaches have been 
successful, the effects of reducing, for example, IL-6 
concentrations on overall morbidity and mortality 
are still not known.
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CHAPTER 22

Temperature regulation
Anita Holdcroft

Introduction

Humans are homoeothermic, that is, they dynami-
cally maintain their body temperature within nar-
row limits close to a set point, so that cellular systems 
can work effectively. There is almost always a gradi-
ent between surface and internal temperatures so 
that temperature varies from site to site and core 
temperature (head, chest and abdomen) differs from 
the shell. Physiological temperature regulation 
maintains core temperature at the expense of pe-
ripheral tissues through heat loss or heat gain mech-
anisms. Behavioural responses can also control heat 
gain and loss through conscious alterations in the 
environment, clothing and activity.

Regulation of body temperature

Body temperature is a theoretical concept [1] and 
can be calculated by a weighted formula:

Mean body temperature = 2/3 core temperature + 
1/3 mean skin temperature

The body has a heat reservoir = specifi c gravity of 
body tissues × mean body temperature. Normal val-
ues for individual skin temperatures at room tem-
perature are 31–35°C; mean skin temperature (Tskin) 
can be considered the mean of 15 or more sites or a 
weighted formula can be used. The four-site (nipple, 
upper arm, thigh, calf) weighted formula of Ram-
anathan has been validated for anaesthesia [2]:

Mean Tskin =  0.3 (Tnipple + Tupper arm) 
+ 0.2 (Tthigh + Tcalf)

Body temperature is not constant, circadian 
rhythms result from variations in heat loss and gain 
controlled by the hypothalamic suprachiasmatic 

nuclei  —  the biological clock of the brain. Deviations 
from this cycle occur and have effects on physical 
and mental functions [3]. Core temperature is maxi-
mum in the late afternoon and minimum in the early 
morning. However, mean skin temperature is in-
creased during the decline in core temperature. Core 
temperature ranges and their effects are demonstrat-
ed in Table 22.1. Between the core and skin tempera-
tures there are intermediate temperatures (e.g. 
muscle or urine), with values approximately 1°C 
lower than core. Body temperature can be altered by 
many factors including the environment; physiolog-
ical changes such as exercise or food ingestion; path-
ological factors such as thyroid disease or infection; 
and pharmacological effects [4]. These changes need 
to be sensed, processed and counteracted if neces-
sary. Thus, thermoregulation can be conceptualized 
in three parts: the sensing afferent pathways, neuro-
nal integration and control systems, and the effector 
pathways from the centre to peripheral structures.

Physical maintenance of temperature depends on 
the four factors governing heat loss and gain: heat is 
lost by radiation, conduction, convection and evapo-
ration; heat is gained by increasing metabolic rate, 
radiation, convection and conduction (Table 22.2) 
[5]. The rate of heat loss depends on the temperature 
gradient between the body and the environment, 
the area exposed for this physical transfer and the 
thermal conductivity coeffi cients for each type of 
heat loss. The contribution of each of the four factors 
depends on the external temperature. When air tem-
perature exceeds surface body temperature, evapo-
ration is the only mechanism for heat loss, but its 
effectiveness depends on the relative humidity at the 
body surface and the available fl uids and surface area 
(e.g. sweat, water, saliva, urine and the skin and 
respiratory system).
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Table 22.1 The effects of altering core body temperature 
in humans.

Core 
temperature (°C) Effects

43 Upper limit of survival

40 Fever (hyperthermia)

37 Normal

35 Increased metabolism (hypothermia)

34 6% reduction in cerebral blood fl ow

33 Amnesia, shivering, cardiac 
 dysrrhythmias

32 25% decrease in oxygen consumption

30 Cardiac output 60% normal
 Atrial fi brillation common
 Muscle rigidity, pupils dilated

28 50% decrease in oxygen consumption
 Unconscious, absent tendon refl exes

25 Spontaneous asystole

13–16 Lower limit of known survival

A fundamental control mechanism for tempera-
ture regulation is the fl ow of blood (convection and 
conduction) between different tissues at different 
temperatures within the body. Examples include the 
testis, where the organ is held at a different tempera-
ture than the core, and the brain, where tempera-
ture is controlled more precisely than the rest of 
the body.

Peripheral temperature regulation depends 
strongly on cardiovascular responses. Heat loss de-
pends on the movement of heat from the core to the 
skin by vasodilatation and sweating. The skin is not a 
metabolic organ but it does act to control heat loss 
and gain (Fig. 22.1) [6,7]. The blood fl ow in the skin 
is organized to maintain homoeothermy. Cutaneous 
blood fl ow can be increased by vasodilatation by up 
to 6–8 L/min [8]. Sympathetic activity is reduced 
through central nervous system mechanisms and 
acetylcholine and vasoactive intestinal peptide are 
released from peripheral cholinergic sympathetic 
nerves to increase sweat production. Sweating is also 

under the control of circulating adrenaline (epine-
phrine) from the adrenal gland (Table 22.3). As skin 
temperature increases, and countercurrent heat ex-
change is reduced, local heat is lost by all four physi-
cal factors. However, although skin temperature 
governs the point at which sweating occurs, the in-
tensity of this response depends on the temperature 
control in the brain. Interestingly, women respond 
to changes in temperature by altering blood fl ow in 
the extremities faster than men and this results in 
cooler fi ngers and toes.

Reduction in heat loss is controlled by vasocon-
striction and, ineffectively in humans, by piloerec-
tion mediated by noradrenergic sympathetic 
stimulation of smooth muscle. Metabolic rate is in-
creased by shivering and non-shivering thermogen-
esis. The point at which shivering occurs depends on 
skin temperature but its intensity is controlled by 
brain temperature. Thermogenesis is obligatory 
(basal metabolic rate) and thermoregulatory (e.g. in-
creased metabolic rate, in the liver, muscles and in-
testine through stimulation by adrenaline, thyroxine, 
tri-iodothyronine, and noradrenaline [norepine-
phrine]), shivering, brown fat (in neonates; Table 
22.4). Shivering can increase heat production by 2–5 
times. The effectiveness of shivering is reduced 
because heat is moved into peripheral muscle tis-

Table 22.3 Neurochemicals involved in 
thermoregulation.

Serotonin (5-HT, hydroxytryptamine)

Adrenaline (epinephrine)

Noradrenaline (norepinephrine)

Acetylcholine

Histamine

Dopamine

Cyclic nucleotides (cAMP, cGMP)

Nitric oxide

Vasoactive intestinal peptide

Interleukins (IL-1, IL-6)

Prostaglandins
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Table 22.2 Principles of heat loss and gain through physical factors.

Radiation
Hot objects radiate much more than cold objects
Light colours have low emissivity so wearing light colours lowers radiation loss
Through the near infrared spectrum from the body to solid objects (0.01–7 × 10−5cm)
Only 85% of the naked body radiates heat

Conduction (solid to solid)
Depends on the material, material thickness, surface area and the temperature difference
Conduction has a role in heat loss when the skin is in contact with a cold surface
Fat conducts heat 1/3 as fast as other tissues
Females have more insulation than males
Cooling rate  —  depends on the exposure temperature as below

Exposure  Change in core body 
temperature (°C) temperature (°C/h)

20 0.5

15 1.5

10 2.5

 5 4.0

 0 0.6

Convection (fl uid/gas to solid)
Convection differs from conduction in that the fl uid or gas can be moving
Convection can be forced/active and depends on the speed of air fl ow

Evaporation
Only occurs if water evaporates from the skin  —  not if sweat is wiped off
1 g water needs 0.58 kcal or 2.4 kJ (latent heat of vaporization; 1 cal = 4.18 J)
Insensible heat loss is from skin and lungs
Evaporative heat loss varies widely between subjects
Normal sweat rate is maximal at night [5]
Evaporative heat loss is modulated by sleep
Elderly have decreased sweating response to thermal stimulation
External factors affecting evaporation: humidity, convection, clothing

Heat production [M (total energy production calculated from oxygen consumption) 0150 W (rate of external work (force × 
distance)] = heat loss [R + C + E + L + K + S].
R, radiation (60% if nude); C, conduction and convection = 15%; E, evaporation 15% heat loss from skin; L, loss from lungs 
(10% = 3% inhaled, 7% exhaled); K, direct conduction 3%; S, heat storage.

sues. Brown fat produces bursts of heat in response 
to a cold stress through a rich sympathetic nerve sup-
ply and uncoupling of oxidative phosphorylation 
and is strategically located in the neck and thorax 
close to major blood vessels and the kidneys [9]. 

Brown fat can double the basal metabolic rate. Neo-
nates are unable to generate an effective shivering 
response to cold stimuli so this non-shivering mech-
anism acts as a heat generating blanket in a key 
location.
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Heat radiation

Water
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Sweat gland
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Precapillary sphincter
controls blood flow

Shunt vessel – opens during vasoconstriction 

Heat is brought to surface
through capillaries

Skin

Arterioles

Sweat secretion

Figure 22.1 Temperature regulation at the skin. Neural 
control of skin arterioles is by a continuous discharge 
of stimuli along sympathetic fi bres to maintain 
vasoconstriction through α1-adrenergic receptors. 
An increase in body temperature will activate the 
hypothalamus generating a decrease in sympathetic 
activity leading to these vessels dilating and a rise in skin 
temperature. Other factors are also operating to dilate the 
blood vessels, including nitric oxide release [6]. In the 
extremities this leads to the opening up of arteriovenous 
anastomoses. At the same time an increase in blood fl ow to 
the eccrine sweat glands occurs to increase sweat 
production. At rest and in thermal neutrality, skin blood 
fl ow is controlled by sympathetic vasoconstriction which is 

under the control of rhythmic variations [7]. A decrease in 
body temperature will switch on, through the set point 
system, an increase in sympathetic activity, closing the 
anastomoses and cooling the skin. A cold environment 
will further stimulate the cold receptors and a spinal refl ex 
occurs to further constrict the arterioles. In this cold 
environment the arterioles are more sensitive to 
circulating catecholamines. If blood volume is normal, 
blood pressure will tend to rise; the rate of rise depends on 
the effector system and is affected by age (e.g. slower in 
elderly). If other systems are not functioning (e.g. the 
blood volume is reduced), then these mechanisms 
may fail.

Table 22.4 Brown fat, its cellular characteristics and role in non-shivering thermogenesis and disease.

Brown adipocytes store lipids and contain large numbers of mitochondria packed with cristae

Brown adipocytes are innervated by sympathetic nerves, controlled centrally by the hypothalamic melanocortinergic system, 
that release noradrenaline to uncouple protein 1 (UCP1)

UCP1 is unique to brown fat and generates heat

Polymorphisms in UCP1 and the β3-adrenergic receptor appear to be synergistic and are associated with obesity, possibly type 
2 diabetes and lower basal metabolic rate in humans; in contrast to this synergism, UCP1 knockout mice are sensitive to cold 
but not obesity

UCP1 is found in the inner membrane of mitochondria where it uncouples oxidation from adenosine triphosphate (ATP) 
production

Brown adipocytes can be induced by cold or repressed by fasting and altered by hormones such as leptin, thyroid hormones 
and glucocorticoids (these compounds down-regulate UCP1 expression) which all modulate thermogenesis
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Central control of temperature regulation depends 
on feedback mechanisms with effector controls that 
are limited and mainly dependent on the normal 
function of the cardiovascular, endocrine and nerv-
ous systems (Table 22.5) [10–12] and with central 
and peripheral sensors acting on a central controller. 
There are cutaneous, visceral (abdominal, vascular) 
and central nervous system (brain and spinal cord) 
temperature sensors [13]. In the central nervous sys-
tem, arteries of considerable size are located in close 
proximity to thermosensitive neurones so that blood 
and brain temperatures are closely coupled. Cutane-
ous sensors respond to cold and heat through Aδ  
(these outnumber warm receptors by 3–10 times) 
and C fi bres (slower to respond because they are 
deeper in the skin and unmyelinated), respectively. 
Their fi ring rate is dependent, not only on changes of 
temperature, but also on the static temperature of 
the skin. The sensitive range is 30–40°C. These sen-
sors send afferent signals that converge via the dorsal 
horn (lamina 1) onto the contralateral anterior spi-
nothalamic tracts, through the nucleus raphe mag-
nus to the thalamus and hypothalamus. Relays occur 
to the sensory cortex to elicit behavioural responses.

The hypothalamus is organized for sensing and 
generates the efferent neuroendocrine responses 
but other integrative areas at different levels of the 
nervous system can control thermoregulatory re-
sponses [14]. In the pre-optic nucleus and anterior 
hypothalamus, warm sensors predominate over 
cold, and thermosensitivity is modulated by sleep. 
However, peripheral cold thermoreceptors also relay 
in this area and all contribute to the output into the 
posterior hypothalamus where the effectors origi-

nate into the autonomic nervous system [15]. The 
location of the normal upper and lower set point 
limits for thermoregulation is in the posterior 
hypothalamus. As shown in Figure 22.2, this type of 
thermostat provides a gain control and alters 
throughout the day and night, prior to ovulation in 
women, and in febrile conditions.

Heat production

Thermoregulatory responses progressively increase 
and are fully operational after puberty. Thermogen-
esis is obligatory and facultative. Facultative thermo-
genesis includes voluntary increases in activity, 
shivering and hormonal non-shivering thermogen-
esis. This is through the actions of sympathetically 
generated noradrenaline and brown fat heat produc-
tion and adrenaline, glucagon, thyroid hormones, 
growth hormone and adrenocorticotrophic hor-
mone [16,17]. Environmental pollutants such as di-
oxins show close structural similarity to thyroid 
hormones and may alter responses to heat [18]. Ac-
tive tissues produce the most heat (e.g. liver, mus-
cles; postural, exercise, shivering). At rest, percentage 
contributions are muscles 18%, brain 16% and in-
ternal organs, including liver, 56%. Local tissue dif-
ferences in heat production have been observed in 
the brain such that heat may modulate synaptic 
events and could modulate signalling pathways 
through the mitochondrial uncoupling protein 
UCP2 [19].

Food ingestion and caffeine increase metabolic 
rate through substrate and catecholamine-induced 
thermic effects. Heat is produced through digestion, 

Lower limit
of set point

Upper limit
of set point

Decreased heat
loss, increased heat
production,
vasoconstriction

Increased heat loss,
decreased heat
conservation,
vasodilatation,
evaporation

Zone of thermal
neutrality − no
heat loss or heat
gain

Figure 22.2 Limits of the set points 
and thermal neutrality in relation to 
effector responses with regard to 
increases and decreases in core body 
temperature (broken line). The set 
points vary in position, depending on 
the effector response and individual 
characteristics.
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Table 22.5 Physiological responses to temperature change.

Vasodilatation
Skin blood fl ow increases from 0.2 L/min or 10 mL/100 g/min at rest to 4 L/min or 200 mL/100 g/min
Blood fl ow to the skin can increase relatively more than that occurring in other organs
Renal blood fl ow and glomerular fi ltration rate decrease; urine becomes concentrated
Reduced systemic vascular resistance
Decrease in blood pressure
The greater the area for vasodilatation (e.g. longer limbs), the better the adaptation to heat loss; or in neonates where 

surface area/weight is higher than in adults unwanted heat loss occurs

Sweating (see Evaporation, Table 22.2)
Loss of blood volume
Urine voided fi rst thing in the morning is concentrated because of evaporation at night
Increased blood viscosity
Increase heart rate
Decrease stroke volume
Sweat rate during exercise is highly variable between individuals and methods of assessment (continuous = 1 L/h; peak = 4 L/h; 

4 L/h = acclimatization). Loss of salt (1% salt in 99% water). Lethal dehydration 15–25% body weight. Drinking water leads 
to cramps

Shivering
Disorganized muscle activity at about 10–12 Hz that can increase heat production up to 6 times
Coupled with piloerection to trap air close to skin to act as insulation
Men shiver more than women
Elderly shiver less because of a lower core temperature threshold [10], muscle mass is smaller and muscles contract less
Shivering increased oxygen consumption in the elderly by 38% and may be signifi cant for oxygen delivery to tissues [11]
Opioid administration reduces shivering

Hormonal
Catecholamine (adrenaline, noradrenaline) induce glycogenolysis in muscle and liver cells
Thyroxine enhances the rate of most cellular reactions [12]
Skin cooling stimulates TRH which in turn induces the release of TSH
Metabolic rate increased by testosterone, GH, glucagons, insulin, ACTH

Chronic responses to cold  —  acclimatization
Increase in body fat/larger body structure to produce more heat from more cells/less effi cient superfi cial heat loss
Changes in endocrine response (glucocorticoids, gluconeogenesis and protein breakdown, T3 and T4, catecholamine 

induced thermogenesis)
Development of non-shivering thermogenesis (e.g. brown fat) UCP2 and UCP3 mechanisms may be involved and white fat 

through adrenaline stimulation via β3-adrenergic receptors

Females compared with males
Smaller blood volume
Smaller lean body mass and greater body fat
Greater surface area/body weight
Higher set point for vasodilatation and sweating
Greater resting vasoconstriction
Less sweat than men (men 50% more sweat than women)
Thinner extremities
Cyclical hormone changes (e.g. 0.5°C) lower during follicular than luteal phase; progesterone increases at ovulation and it 

raises the body temperature
Reproductive changes

ACTH, adrenocorticotrophic hormone; GH, growth hormone; TRH, thyroid-releasing hormone; TSH, thyroid-stimulating 
hormone.
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absorption and assimilation, and is called the specifi c 
dynamic action of food. Protein ingestion increases 
the metabolic rate more than carbohydrates and fat. 
During exercise, muscle heat predominates.

Basal metabolic rate

The minimal level of heat produced by the body at 
rest in a thermoneutral environment is the basal 
metabolic rate (BMR). This ensures the maintenance 
of normal metabolic processes such as cellular activ-
ity. The BMR is less in women and in the elderly 
(Table 22.6) [20] and the thermoneutral environ-
ment also changes, such that people at the extremes 
of life feel more comfortable at higher temperatures. 
However, in the elderly, the range of core tempera-
tures across which sweating and shivering effector 
responses are absent is twice as much (1.1°C) as in 
the young (0.4°C).

Acclimatization

Changes in the physiological regulation of tempera-
ture in response to hot or cold environments are de-
scribed as acclimatization and are usually reversible. 
In a hot environment, the process occurs within 4–7 
days and is complete in approximately 12–14 days. 
The changes that occur are an increase in sweat pro-
duction and increased secretion of aldosterone.

In the cold, acclimatization is much slower. The 
mechanisms depend more on hormonal than cardi-

ovascular changes. The hypothalamus increases the 
secretion of thyroid-stimulating releasing hormone 
which acts on the anterior pituitary cells to generate 
thyroid-stimulating hormone (TSH). The TSH in-
creases the synthesis and release of thyroid hor-
mones. In addition, release of noradrenaline and 
adrenaline release is stimulated. These catecho-
lamines increase cellular metabolism and alter fat 
deposition. Other changes in the cold include cold 
vasodilatation to prevent frostbite.

Heat stress

If the rate of heat gain continues to be greater than 
heat loss, body temperature will rise, leading to 
heat stress and then heat stroke. In an unacclima-
tized subject, exercise can induce heat stress. 
Heat stroke begins with nausea, vomiting, gen-
eralized weakness, headache and the skin feels hot. 
If the exercise persists, circulatory collapse results 
from water and salt depletion, sweating is reduced, 
confusion and delirium supervene, with cerebral 
pathology (e.g. oedema), and renal and hepatic 
failure can result. Once body temperature increases 
to 42°C, cellular function deteriorates and this can 
be permanent. Management of heat stroke is to 
remove the subject from the heat, cool the skin 
and carefully administer fl uids and electrolytes. Any 
system failure may require intensive care. The differ-
ences between the extremes of survival for heat loss 
and heat gain are dissimilar: Table 22.1 shows that a 

Table 22.6 The average resting metabolic rate in young (20–33 years) and elderly (63–88 years) subjects at 22°C room 
temperature [18] (1 W = 1 J/s).

 Young male Young female Elderly male Elderly female
 n = 29 n = 27 n = 32 n = 71

Age (years) 27 23 73 72

Height (m2)   1.85   1.71   1.75   1.61

Weight (kg) 77 63 78 67

BMI (kg/m2) 23 22 25 26

Body fat (%) 14 28 30 39

Resting metabolic rate kJ/min (kJ/h/kg)   5.3 (4.1)   4.1 (3.9)   4.0 (3.1)   3.3 (3.0)
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similar range of colder temperatures is better 
tolerated.
Less severe heat stress results in decreased effi ciency 
and increases in pulse rate, thirst and a feeling of 
weariness. If the environment is warm with a high 
moisture content (high humidity), it is more diffi cult 
for physiological mechanisms to cope compared with 
less humid environments. Other clinical conditions 
that occur during heat exposure include heat rash, 
where sweat glands become plugged, retaining 
sweat, and heat cramps which are associated with 
the loss of salt.

Sweating

Sweat glands are found more frequently on the 
forehead than on the back of the arm. Sweat can be 
detected by using anhydrous cobalt chloride paper 
that goes pink when wet. Sweat is produced by 
acinar epithelial cells and has a fi nal composition 
(compared with plasma) of 60 mmol (140) Na+, 
46 mmol (113) Cl− and 8.8 mmol (5.0) K+. As the 
sweat moves along the sweat ducts, sodium and 
chloride are reabsorbed provided there is time for 
this process. Thus, in excessive exercise without ac-
climatization there can be severe losses of salt. One 
mechanism acting to prevent this is the secretion 
of aldosterone from the zona glomerulosa of the 
adrenal cortex. Aldosterone acts not only on the dis-
tal convoluted tubules to enhance resorption of 
sodium ions, but also in the sweat ducts. The rate 
of sweating depends on both the core and skin 
temperatures. It occurs at a lower core temperature 
if the peripheral temperature is elevated.

Temporal changes: age and 
circadian modulation

Neonates lose heat faster than adults because of their 
larger surface area to body weight ratio and their lack 
of body fat. Heat production is not so well regulated, 
although brown fat mechanisms are protective, so 
that a higher thermoneutral temperature zone is 
needed to maintain body temperature, particularly 
in sick neonates, such as incubators or radiant heat 
warmers. In the second to third weeks after birth, the 
circadian rhythm of temperature regulation starts to 

develop and is complete at approximately 2 years 
of age.

As people age they become more vulnerable to 
hypothermia or hyperthermia because there is a 
progressive decrease in effector responses [21]. For 
example, older people do not shiver at the same 
intensity as younger subjects as the vasoconstrictor 
response to cold is less pronounced [22]. However, 
skin thermal receptors and their sensitivity may 
remain intact, as do thermal pain sensors, unless 
thresholds are increased as seen in neuropathic 
diseases such as diabetes. Other changes may con-
tribute to a loss of skin temperature sensitivity, 
such as a loss of collagen, reduction and less compli-
ance in the vascular supply, and lower thermal 
buffering capacity as a result of reduction in body 
water. It is the response to cold rather than to 
heat that is obtunded, leading to the potential for 
hypothermia. There is also a reduction in BMR 
related to the loss of fat-free heat producing tissue 
such as muscle. However, where activity is main-
tained these processes are protected and circadian 
rhythms are maintained. Food intake may be re-
duced so that its thermic effect may be lost. In addi-
tion, hormone levels change with ageing and the 
elderly are more vulnerable to decreased thyroid 
function.

Non-pharmacological and 
pharmacological events and 
temperature regulation

Cold shower
In a cool environment generated by cold water, pe-
ripheral vasoconstriction will occur and peripheral 
sensors activated. Movement of blood volume to the 
central compartment will lead to an increase in 
venous pressure, detected by pressure receptors in 
the atrium and stimulating the excretion of fl uids 
through atrial natriuretic peptide. Heat production 
will increase with muscle activity and the overall 
changes will mainly relate to effectors in the cardio-
vascular system.

Anaesthesia
During anaesthesia, body heat is redistributed such 
that cold peripheral blood returns to the core. Set 
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points may be altered through central nervous sys-
tem effects. Physical factors in the operating theatre 
can further infl uence these effects, such as cold air, 
fl uids and surfaces, dry gases, exposure of large areas 
of the body, especially if internal and wet, and lack of 
body movement. A greater awareness of these po-
tential effects on body temperature has initiated ac-
tive warming systems. The effects of cold as outlined 
below under hypothermia are always a danger to 
patients having prolonged surgery, but an added 
effect is that of poor organ function and the effect of 
other drugs.

In clinical research, factors that infl uence temper-
ature regulation should be standardized (e.g. mor-
bidity and age), and the results interpreted with 
normal ranges for that age. Blockade of sympathetic 
activity can inhibit vasoconstriction in the elderly, 
thus altering skin thermoregulation (e.g. during spi-
nal anaesthesia) [23]. Patients with compromised 
cardiovascular systems can have signifi cant morbid-
ity if they become hypothermic [24].

Laparoscopic surgery
Loss of body heat during laparoscopic surgery illus-
trates the many factors that may reduce thermal 
capacity that occur during anaesthesia [25]. Con-
duction heat loss occurs from contact with objects at 
room temperature, convection from the fl ow of cold 
gases into the peritoneum, evaporation from the 
peritoneum to humidify the gases, and radiation 
from the body to other objects.

Pathological changes in 
temperature regulation

Fever
Fever is caused by exercise, heat stroke and anterior 
pituitary lesions as well as by disease. During a fever 
the brain is often at a higher temperature than the 
rest of the body [26]. An increase in the set point oc-
curs so that for the same body temperature the sen-
sation is one of cold, and the body responds by 
initiating heat conserving mechanisms such as 
shivering. Pyrogens are produced during the 
infl ammatory response which act centrally on the 
hypothalamus through prostaglandin receptors 
(PGE2) to modify membrane potential changes lead-

ing to an alteration in the set point [27]. Such sub-
stances include interleukins (IL-1, IL-6) and tumour 
necrosis factor (TNF-α). Antipyretics such as acetyl 
salicylic acid (aspirin) inhibit the enzyme cyclo-
oxygenase to prevent the synthesis of the pyrogenic 
prostaglandins and reverse the fever. Active warm-
ing in patients at risk of hyperthermia can lead to 
overheating and pyrexia [28].

Hyperthyroidism
A thyroid crisis may present with fever, tachycardia, 
atrial fi brillation, restlessness, confusion and coma. 
It can be precipitated by surgery and trauma, espe-
cially in the unprepared thyrotoxic patient. Intrave-
nous fl uids, β-adrenergic block, potassium iodide 
and carbimazole are fi rst-line therapies.

Hypothermia
A reduction in body temperature can occur from 
various causes, including exposure (air, water), ex-
tremes of age, especially the elderly, in a cold climate, 
prolonged surgery and hypothyroidism [29].

Electrocardiographic changes
First a conduction defect occurs, with prolongation 
of PR and then QRS. However, an increase in muscle 
tone may obscure these effects. A J wave may be 
present at the junction of the QRS and ST segment 
and is usually seen at temperatures less than 32°C. It 
is not related to arterial blood pH but can be associat-
ed with myocardial ischaemia and sepsis.

Below 32oC, all types of dysrhythmias are com-
mon (Table 22.1). Ventricular fi brillation can result 
from re-entry pathways producing sporadic uncon-
trolled stimulation because conduction time is 
longer than the refractory period. It may be iatrogen-
ic through hypovolaemia, hypoxia, increased blood 
viscosity and acid–base changes.

Respiratory effects
As body temperature is lowered, respiration is stimu-
lated. Below 30°C, respiratory frequency will de-
crease and carbon dioxide production decreases by 
50% for every 2°C reduction. Muscle stiffness re-
duces elasticity and thoracic compliance, secretions 
become more viscous and acute respiratory distress 
syndrome can develop.
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Renal effects
Renal blood fl ow decreases by 50% at 30°C. An ini-
tial cold diuresis may occur because of peripheral 
shutdown and release of vasopressin in response to 
central increase in blood volume.

Blood
Variable local and central effects on coagulation 
occur that increase thromboembolism. Lowering the 
temperature shifts the oxygen dissociation curve to 
the left so that oxygen is more diffi cult to offl oad at 
the tissues. Thus, cellular hypoxia may be present 
with good oxygen saturation and oxygen saturation 
is no guide to adequate tissue oxygenation. How-
ever, the resultant tissue acidosis will tend to move 
the dissociation curve to the left and counterbalance 
the effects of temperature. There are major fl uid 
shifts on cooling and the reverse occurs during re-
warming. Lactated solutions are best avoided be-
cause the liver cannot metabolize the lactate. A 
condition of after drop is associated with movement 
of pockets of colder fl uids into core tissues which lead 
to further reductions in core temperature.

Acute management of 
exposure hypothermia
Prevent further heat loss.
• Replace wet clothing with dry.
• Care with walking casualties, they can die from an 
after drop in temperature.
• Handle carefully to avoid fl uid shifts and precipita-
tion of dysrhythmias.
• Vital signs may not show a hypothermic picture if 
trauma has occurred.
• Warm inhaled gases and fl uids. 
• Begin cardiopulmonary resuscitation providing 
any injury is not lethal and signs of life are not present.
• Leave active rewarming until hospitalized [30].

Measuring temperature

The relationships between Celcius, Farenheit and 
Kelvin temperature scales are shown in Table 22.7. A 
temperature measuring device should be accurate, 
have an electronic output, be automated and easy to 
position alongside the patient. The laws of thermo-
dynamics are relevant. If objects are in thermal equi-
librium, no heat passes between them. If heat moves 

from one object to another, energy is transferred. If 
an object is heated the entropy (disorder) becomes 
greater, and if entropy is zero, temperature is zero 
(0°Kelvin). The Kelvin scale is an ideal scale, with a 
straight line relationship between zero and the triple 
point of water (273.15°K, when it is solid, liquid and 
vapour); there are 100 points in this practical scale 
between ice and steam. Electronic thermometers 
suitable for clinical use include thermistors, thermo-
couples, resistance thermometers and radiant heat.

Body sites for measuring temperature
The choice of body site used for measuring tempera-
ture depends on access, type of surgery and age (e.g. 
neonate). At these sites, one can measure skin, inter-
mediate or core tissue temperature. For example, 
in neuroanaesthesia with cardiopulmonary bypass 
cooling, direct brain temperature corresponds to na-
sopharyngeal, oesophageal and pulmonary artery 
temperature but not to tympanic, rectal, axillary or 
bladder temperatures [31].

Oesophageal measures are suitable for uncon-
scious patients and if the probe is positioned behind 
the heart a reasonable core temperature can be meas-
ured. The best site is at the junction of the fi rst two-
thirds and last third of the oesophagus. This position 
can be measured out on the surface of the body. If the 
probe is higher it will measure the temperature of 
gases entering the lungs. A nasopharyngeal temper-
ature probe can be sited easily when the patient is 
asleep, at the back of the nasopharynx, where it is 
close to the brain. If an oral endotracheal tube is in 
place, interference from inhaled gases will be mini-
mal and allow an adequate core temperature to be 
measured. The ear also allows a core temperature to 
be measured in active subjects, either with a tym-
panic probe or in the external auditory meatus, pro-
vided there is protection from draughts. Another 
invasive measure that records continuously but 

Table 22.7 Temperature scales.

 Fahrenheit Celsius Kelvin

Absolute zero –460 –273   0

Water freezes   32    0 273

Water boils  212  100 373
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which can be used in awake patients in an intensive 
care unit is blood temperature via a pulmonary fl oat-
ation catheter. The rectal temperature is not related 
to a core structure and interpretation of values ob-
tained by this route are confounded by faecal impac-
tion and fetal effects if pregnant. Urinary catheter 
temperatures have been used, but require a high 
basal urine production.
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CHAPTER 23

Theories of pain
Lesley Colvin

Introduction

Theories of pain processing have changed dramati-
cally over the years, with variable importance being 
placed on peripheral input versus central mecha-
nisms. The separation of body from the mind (dualis-
tic theory) is still in evidence today, although it is 
becoming increasingly clear that this simplistic ap-
proach is inadequate in defi ning the processes of pain 
perception. Aristotle (350 BC) defi ned pain as an 
emotion or sensation experienced in the heart, 
whereas Leonardo da Vinci (1452–1519) defi ned 
pain as a sensory experience mediated by touch 
nerves.

In 1664, Descartes described a hard-wired pain 
pathway that was modality specifi c and analogous to 
a ‘bell rope’. Descartes used a mechanistic approach 
to pain, with the focus primarily on nociception and 
the assumption that there was a hard-wired and un-
broken connection between pain receptors in the pe-
riphery and pain centres in the brain (Fig. 23.1).

It was only in the 1960s that peripheral nocicep-
tors were identifi ed and the infl uential Gate Theory 
of Pain was published. This theory focused on the im-
portance of modulation at a spinal level, with contin-
uous interaction between activity in small and large 
diameter afferents, local spinal neurones and de-
scending systems from the brain [1]. The current 
view is of a dynamic system with marked neuroneal 
plasticity and interaction between the periphery, 
spinal cord and brain, with a neuromatrix within 
the brain involved in pain perception, modulating 
and interacting with both spinal and peripheral 
mechanisms.

It is important to remember the International As-
sociation for the Study of Pain defi nition of pain as 
‘an unpleasant sensory and emotional experience 

associated with actual or potential tissue damage or 
described in terms of such damage’. This chapter fo-
cuses on the sensory systems involved in pain per-
ception (nociception) and how these may be altered 
in different pain states. It is important to remember 
that many other factors can have a signifi cant role in 
the experience of pain, level of distress and func-
tional disability.

Basic pain processing

Under normal conditions, acute pain serves a useful 
biological function, initiating a withdrawal response 
to remove and protect the threatened part from fur-
ther injury, as well as immobilizing to allow wound 
healing. A basic outline of the anatomy of this nocic-
eptive system is shown in Figure 23.2 and is discussed 
in more detail below. It must be emphasized that this 
is a dynamic system, dependent on input, tissue 
damage and other factors. Even in the acute situa-
tion (e.g. in the postoperative period), major changes 
may occur at all levels within the system.

Peripheral sensory processing

In the periphery, high intensity noxious stimuli are 
transduced by non-specialized free nerve endings, 
resulting in action potential generation in primary 
sensory neurones. Table 23.1 outlines the different 
types of peripheral sensory nerves and their role in 
nociception. It is predominantly unmyelinated C fi -
bres and small myelinated Aδ fi bres that are involved 
in transmission of nociceptive input. The cell bodies 
of these fi bres are situated in the dorsal root ganglia, 
close to the spinal cord. This is where the nucleus lies 
and where all neurotransmitters necessary for sen-
sory transduction are synthesized then transported 
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Brain

Spinal
cord

Nociceptors

C fibres

Figure 23.1 Descartes’ picture of the ‘pain pathway’ 
(1664). The fi re (noxious stimulus) generated minute 
rapidly moving particles that pulled on delicate threads 
attached to the spot on the skin that they touched. This 
instantly activated ‘pores’ in the brain, in the same way 
that pulling a bell rope instantly strikes a bell at the other 
end.

Anterolateral 
spinothalamic tracts

Medulla

Midbrain
Thalamus

Post-central
gyrus

Descending 
systems

PAG

NRM

Substantia gelatinosa Noxious
stimulus

Mixed peripheral nerve:
C fibres & Ad fibres

Dorsal root 
(sensory)

Dorsal root ganglia
Figure 23.2 Nociceptive pathway. 
Peripheral noxious stimuli activate 
nociceptors with subsequent action 
potential generation that may 
eventually result in neuronal activity 
within the brain and pain perception. 
NRM, nucleus raphe magnus; PAG, 
periaqueductal grey matter.

ceptor potential (TRP) family of ion channels, have 
been shown to be important in heat transduction. 
TRP channels of the vanilloid family (TRPV1–4) are 
excited by heat stimuli. The VR-1 (permeable to cal-
cium ions) responds to moderate noxious heat and 
may be modulated by hydrogen ion concentrations. 
TRPV1 also responds to nociceptor-specifi c chemi-
cals such as capsaicin or mustard oil. Sensitization of 
TRPV1 is an important mechanism for heat hyperal-
gesia whereas TRPM8 and ANKTM1 are cold 
responsive [2].

Noxious cold transduction
The mechanisms underlying transduction of cold in-
formation are less clear. A cold and menthol sensi-
tive receptor (CMR1), of the TRP family of receptors, 
responds to cold in the 8–28°C temperature range 
and is expressed on small diameter sensory neu-
rones. A related channel, TRPA1, has also been found 
which responds to lower temperatures [2].

Noxious chemical transduction
Changes in the local environment after tissue dam-
age can result in activation of nociceptors secondary 
to release of chemical substances. These include ex-
tracellular protons, adenosine triphosphate (ATP), 
arachidonic acid and its metabolites, serotonin, 
bradykinin and nerve growth factor (NGF). In addi-
tion to this dramatic change in the local 
environment, nociceptors themselves may release 
neuropeptides when activated by noxious stimuli or 

peripherally or centrally. Specifi c receptors and 
channels have been identifi ed in nociceptors in-
volved in transducing particular types of noxious 
stimuli.

Noxious heat transduction
The vanilloid receptors, members of the transient re-
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via antidromic activation of the peripheral nerve, 
which may also modulate the release of infl am-
matory mediators from surrounding tissues.

Changes in local hydrogen ion concentration are 
important whether indirectly, as by modifying the 
activity of other receptors such as the VR-1 receptor, 
or by a direct action on a family of cation channels 
termed the acid-sensing ion channel (ASIC) family. 
These are generally permeable to sodium, but are 
closed at physiological pH. Several subtypes of ATP 
receptor have been cloned and are localized on 
nociceptive afferents. There are several subtypes 
of the ionotropic form (P2X1–7) as well as metabo-
tropic forms (P2Y), which are linked to a number 
of processes including phospholipase C (PLC) 
activation [3].

Noxious mechanical transduction
Although no specifi c protein for transduction of me-
chanical stimuli has yet been found, a member of the 
mammalian degenerin (MDEG) ion channel family 
may be involved.

C fi bres
Two main types of C fi bres are detectable immuno-
histochemically. Approximately 40% of C fi bres ex-
press tropomyosin-related kinase A (trk A) receptors 
for NGF, and most of these also express the neu-
ropeptides substance P (SP) and calcitonin gene-re-
lated peptide (CGRP). The other group of C fi bres 
express α-D-galactosyl-binding lectin (IB4) and the 
P2X3 ATP-gated ion channel [4].

The majority of nociceptors on C fi bres are poly-
modal, responding in a non-specifi c manner to a va-

riety of noxious stimuli such as heat, mechanical and 
chemical, although some will only respond to 
specifi c noxious stimuli (e.g. cold). There are also ‘si-
lent’ nociceptors, which do not normally respond to 
any form of stimulus until sensitized by tissue injury. 
There appear to be several different types of C fi bres, 
such as those responsive to heat and mechanical 
stimuli (CMH units), mechano-insensitive units, 
which tend to respond to heat and have a slower 
conduction velocity (CH units) and some that are 
unresponsive to either heat or mechanical stimuli, 
but do respond to chemical stimuli [5].

As knowledge of the detailed molecular mecha-
nisms underlying sensory transduction expands, it 
should be possible to classify subtype of nociceptors 
and sensory fi bres by the transducer proteins they 
express. This may allow development of more tar-
geted and peripherally acting analgesics.

Spinal processing

Primary afferent neurones synapse in the dorsal 
horn of the spinal cord with second-order neurones, 
in a precise somatotopic map of peripheral struc-
tures. The majority of C and Aδ fi bres synapse in lam-
inae I and II of the superfi cial dorsal horn, in the 
substantia gelatinosa. Some Aδ fi bres synapse in 
lamina V deeper in the dorsal horn. The second-order 
neurones vary in their input specifi city and how they 
respond to stimuli. Complex modulation of second-
order activity can occur both via intrinsic spinal 
mechanisms and descending systems. The second-
order projection neurones ascend to the brain in spe-
cifi c tracts [6].

Table 23.1 Classifi cation of primary afferent neurones.

Fibre type Diameter Conduction velocity Sensory modality Spinal termination

Aβ: large, myelinated 6–15 µm 30–100 ms−1 Light touch, proprioception Laminae III/IV

Aδ: small, myelinated 2–6 µm 12–30 ms−1 Noxious and innocuous Laminae I/II; V
    sensory

C: unmyelinated 0.5–2 µm 0.5–2.0 ms−1 Pain, temperature; also Laminae I/II
   post-ganglionic autonomic
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Spinal cord anatomy
Nociceptive information is signalled by several ana-
tomically distinct populations of primary afferents 
targeting different neuronal populations in the spi-
nal cord. The neuronal grey matter forms a ‘butter-
fl y-shaped’ arrangement around a central canal, 
surrounded by white matter. The grey matter has 
been divided into 10 laminae based on cytoarchitech-
tonic characteristics. This makes up the dorsal and 
ventral horns (laminae I–IX), with lamina X sur-
rounding the central canal. In all mammalian spe-
cies, the dorsal horn consists of laminae I–V and 
receives all primary afferent input (see Fig. 23.3).

The majority of low-threshold mechanoreceptors 
(via large myelinated Aβ fi bres) terminate in lami-
nae III and IV, whereas high-threshold nociceptors 
terminate mainly in laminae I, II and V. C fi bres 
terminate predominantly in lamina II, whereas 
Aδ fi bres from the skin may terminate within super-
fi cial laminae, or deeper in lamina V. Visceral and 
muscle afferents project to mainly lamina V [6]. In 
addition to this laminar arrangement, the central 
terminals of primary afferent neurones also form an 
ordered somatotopic map of the skin surface in the 
dorsal horn of the spinal cord. Laminae I–III contain 
many small cells, with a few larger ones in laminae I 

and III. Many neurones in laminae I and III project to 
the brain, whereas most lamina II neurones arborize 
locally.

The thin outermost zone of the dorsal horn, 
lamina I, contains relatively few cells, many of which 
are projection neurones that join the spinothalamic 
tract (STT) and spinomesencephalic tract (SMT). 
Four main morphological cell types are found in 
lamina I: dendrites of fusiform, fl attened and pyram-
idal cells remain within lamina I, whereas those of 
multipolar cells may enter lamina II or III. A popula-
tion of large lamina I neurones receive input from 
SP-containing primary afferents and express neuro-
kinin-1 (NK1) receptors. Their dendritic geometry 
and synaptic input suggests that these neurones may 
monitor the extent of injury rather than the specifi c 
localization of a discrete noxious stimulus [7].

Lamina II, the ‘substantia gelatinosa’, so-called 
because of its appearance under light microscope, 
lies ventral to lamina I. Its outer zone (lamina IIo) 
contains densely packed small cells (5 × 5 µm) with 
a less compact inner zone (lamina IIi). Two structural 
types of neurones are found within this lamina: 
islet cells (dendrites that spread rostrocaudally and 
axons that remain close to the cell body) and stalked 
cells (in lamina IIo, with dendrites that fan out ven-
trally and axons passing dorsally into lamina I) [8]. 
There is some evidence that stalked cells, receiving 
primary afferent input from glomerular synapses, 
are involved in processing of information on fi ne dis-
crimination of the exact location of a noxious event 
[7].

Rapidly adapting mechanoreceptors, primary af-
ferents from large hair follicles and pacinian corpus-
cles, terminate in lamina III, which contain larger 
and less tightly packed cells. Some of the second-
order neurones send dendrites to laminae I and IV or 
join the spinocervical tract (SCT) and the postsynap-
tic dorsal column (PSDC) tract. Lamina IV is a thick 
layer containing large scattered cells, often with den-
drites projecting into laminae I–III. This dendritic 
distribution means that lamina IV cells can receive 
both direct primary afferent input (from fi bres enter-
ing the superfi cial layers) and indirect mediated in-
puts from other dorsal horn laminae. Many of the 
larger cells project to the SCT and PSDC. Lamina V 
forms the narrowest part of the dorsal horn. It con-

X

II
III

IV

V

VI

VIII

VII

IX

White matter

Grey matter
(laminae I−X)

Figure 23.3 Section through spinal cord showing Rexed’s 
laminae. The dorsal horn, where the sensory afferents 
terminate is mainly laminae I–VI. The substantia 
gelatinosa is where most of the C fi bres and some of the Aδ 
fi bres terminate, and consists of laminae I–II. It is so called 
because of its characteristic histological appearance.
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tains the largest cells, many of which join the ascend-
ing STT.

Neurotransmitters within the dorsal horn
The wide range of neurotransmitters found in the 
dorsal horn has been studied extensively, as they 
present a potential site for analgesic action and show 
signifi cant changes in chronic pain states. The main 
groups are amino acid neurotransmitters and neu-
ropeptides each with specifi c inhibitory or excitatory 
effects.

Amino acids
Two main inhibitory amino acids found in the dorsal 
horn are γ-aminobutyric acid (GABA) and glycine. 
Although there is evidence that these neurotrans-
mitters are co-released in the dorsal horn during de-
velopment, with maturation and fi ne-tuning of 
nociceptive processing, this co-release does not ap-
pear to be found in the adult state. They do, however, 
still coexist in dorsal horn neurones. Most GABA-

containing cells are intrinsic to the dorsal horn, act-
ing presynaptically on primary afferents to inhibit 
transmission, with a few GABAergic cells found in 
descending tracts. Glycine is also found in intrinsic 
neurones of the dorsal horn, again exerting presyn-
aptic inhibitory effects on sensory input [9].

The main excitatory amino acid neurotransmitter 
is L-glutamate, acting at a variety of receptors 
(Table 23.2) and found within the majority of lami-
nae I and II neurones. Of the ionotropic receptors, 
the non-N-methyl-D-aspartate (NMDA) receptors 
(α-amino-3-hydroxyl-5-methyl-4-isoxazole propi-
onic acid [AMPA] and kainate) are thought to be im-
portant in fast synaptic transmission, while the 
NMDA receptor is involved in slower synaptic re-
sponses [10].

NMDA receptor
The NMDA receptor is an ionotropic glutamate re-
ceptor, permeable to calcium and sodium ions, found 
in both dorsal and ventral horns of the spinal cord. It 

Table 23.2 Glutamate receptors.

Receptor class Type Subunits

Ionotropic AMPA 4 subunits: GluR-A-D Ca2+ permeable AMPARs: lamina I, outer lamina
  subunits complete GluR2 subunit determines calcium permeability
  receptor Glu R1–4 Widely distributed in CNS;
   GluR1 and GluR2: found mainly on neurones in superfi cial 
   dorsal horn
   GluR3 and 4: lower levels in the superfi cial dorsal
   horn: GluR3 moderate levels laminae I–III; Glu∼undetectable
   GluR3/4: ventral horn high levels in motor neurones

 Kainate  GluR5 subunit containing receptors: found on diameter 
   primary afferent neurones
   GluR5 or GluR6 subunits: suppress or facilitate glutamatergic 
   excitatory transmission in the dorsal horn
 NMDA NR1; Functional unit: NR1
  NR2 A-D Channel characteristics: NR2 subunit;
   Permeable to calcium + sodium;
   Voltage-dependent magnesium block

Metabotropic Three groups 8 subunits Gp I (mGluR1 and mGluR5): superfi cial dorsal
 (I, II, III)  Gp II (mGlu2 and 3): presynaptic; decrease glu release
   Gp III: varied roles: mGluR6: only in the retina amplifi es visual
   inputs; mGluR4, 7 and 8: found at presynaptic sites
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consists of a complex of proteins with various signal-
ling and structural functions. The key functional unit 
is the NR1 subunit, which combines with the NR2 
subunit (A–D). Thus, the NMDA receptor is a te t-
ramer of NR1 and NR2A–D subunits. Specifi c sub-
type channel characteristics are conferred by the 
NR2 subunit. The intracellular C terminus end of the 
NR2 unit may interact with a family of proteins 
known as the membrane-associated guanylate ki-
nase family (MAGUK), including protein complexes 
such as PSD-95/SAP90, which may have a signifi -
cant role in chronic pain states [11].

NMDA receptors in the dorsal horn are largely 
inactive during acute nociceptive transmission, 
being blocked by magnesium ions in a voltage-
dependent manner. However, with prolonged nox-
ious stimuli, glutamate released from Aδ and C fi bres 
may be suffi cient to activate NMDA receptors in a 
process termed central sensitization or wind up (see 
below). If the dorsal horn neurone is suffi ciently de-
polarized, or the receptor is phosphorylated via sec-
ond messenger systems, NMDA receptor activation 
may occur. With NMDA receptor activation, by re-
moval of the magnesium block, postsynaptic calcium 
fl ux increases as channel opening time is prolonged. 
Glutamate binding to the NMDA receptor may be 
modulated by a regulatory glycine-binding site. Gly-
cine may act as a co-agonist, and GlyNMDA site antag-
onists have been shown to suppress behavioural 
correlates of wind-up.

Non-NMDA receptors
Kainate receptors
Extensive study of these receptors has been limited 
by a lack of specifi c agonists and antagonists. Kainate 
receptors incorporating the GluR5 subunit are 
present at high levels on small diameter primary af-
ferent neurones thought to mediate nociceptive in-
puts. GluR5 agonists may have a small effect in 
reducing C fi bre-mediated refl exes in spinal cord 
preparations, but their analgesic effect in vivo is un-
clear [12,13].

AMPA receptors
AMPA receptors are involved in the fast transmis-
sion of sensory input  —  both noxious and innocuous 
stimuli. The majority of monosynaptic excitatory 

postsynaptic potentials (EPSP) in the dorsal horn 
evoked by C fi bres are mediated via AMPA receptors 
and may culminate in action potential generation. 
The AMPA receptor is found in most areas of the cen-
tral nervous system. The superfi cial dorsal horn con-
tains signifi cant numbers of AMPA receptors, with 
the GluR1 and GluR2 subunits. Although the major-
ity of AMPARs are postsynaptic, some presynaptic 
AMPARs have been demonstrated in lamina II of the 
dorsal horn with an inhibitory role [12,13].

Metabotropic glutamate receptors
Metabotropic glutamate receptors (mGluRs) may 
also be involved in nociceptive processing. These are 
not ion channels, but are instead coupled to G-
proteins, with glutamate binding producing intra-
cellular changes in enzyme activation and calcium 
levels. All these functions lead to an increase cellular 
excitability and are likely to underlie the part group I 
metabotropic glutamate receptors are thought to 
play in various forms of synaptic plasti city, including 
long term potentiation in the hippocampus, wind-
up and the development of chronic pain states. There 
is a family of eight subtypes, divided functionally 
into three groups. Group I metabotropic receptors 
(mGluR1 and mGluR5) are concentrated in the su-
perfi cial dorsal horn of the spinal cord. Group II and 
III mGluRs are negatively coupled to adenylate cy-
clase via Gi/o proteins, with presynaptic group II re-
ceptors (mGlu2 and 3) decreasing glutamate release. 
Group III mGluRs are involved in varied processes: 
mGluR6 is found only in the retina and has a role in 
the amplifi cation of visual inputs. The remainder of 
group III receptors, mGluR4, 7 and 8, are also found 
at presynaptic sites [14].

Neuropeptides
A range of neuropeptides are found in primary affer-
ent neurones, particularly unmyelinated or small 
myelinated fi bres, although this changes in chronic 
pain states. Dorsal horn neurones themselves can 
also contain neuropeptides. A brief overview of some 
of the neuropeptides involved in sensory processing 
is given below and in Table 23.3.

Tachykinins
The tachykinins are a family of peptides derived 
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from the precursors preprotachykinin I and II 
(PPT I and II). Tachykinin immunopositive fi bres 
have been demonstrated in laminae I–III, generally 
decreasing in number with increasing depth. Sub-
stance P has been identifi ed in the dorsal horn, being 
released from primary afferents in response to nox-
ious stimulation, acting at the postsynaptic NK1 re-
ceptor. NK1 receptor internalization secondary to 
activation by SP, combined with use of selective 
destruction of NK1-R expressing neurones, has 
revealed that the majority of lamina I neurones 
that project to higher centres express the NK1 
re ceptor. Tachykinins have also been shown to co-
localize with other neuropeptides such as CGRP, 
galanin and cholecystokinin (CCK) within the dorsal 
horn [15].

Opioid peptides
Endogenous opioid peptides are derived from sever-
al precursor molecules (see Table 23.2) and are found 
within nerve fi bres in the superfi cial dorsal horn, 
largely within laminae I and II. The cell bodies of 
these fi bres mostly lie within lamina II. The lamina I 
neurones that contain dynorphin and enkephalin 
have extensive local collateral connections, and are 
the main source of long ascending projections to the 
parabrachial nucleus in the rat. The pontine parabra-
chial nucleus, which has been implicated in nocicep-

tive as well as antinociceptive processes, expresses 
high levels of opioid receptors and is reciprocally 
connected with the spinal cord dorsal horn. In com-
mon with other neuropeptides, endogenous opioids 
are often coexpressed with other neurotransmitters 
in the dorsal horn such as somatostatin, SP and 
GABA.

Opioid receptors are found in high concentrations 
in the superfi cial dorsal horn, on primary sensory 
neurones and secondary interneurones, particularly 
in the substantia gelatinosa, where C fi bres termi-
nate. The majority of these are µ receptors, although 
δ and κ receptors are also found here [16].

There is currently some focus on peripheral opioid 
receptors, such as the µ receptor, where they may 
have an anti-infl ammatory role. The endomorphins 
(EMs) are the most potent endogenous µ receptor 
ligands so far discovered, and it seems probable they 
are endogenous ligands for peripheral µ receptors. 
They are synthesized by nociceptive neurones and 
can be released from the peripheral nerve endings, as 
well as being produced by cells of the immune sys-
tem in response to tissue damage and other stimuli 
[17]. An outline of opioid receptors is shown in Table 
23.4.

Other neuropeptides
Other neuropeptides found in the dorsal horn and 

Table 23.3 Examples of neuropeptides involved in spinal sensory processing.

 Precursor  
Group molecules Examples of peptides Main spinal action

Tachykinins PPT I Substance P, neurokinin A (NK A), and Excitatory
  neuropeptides K and γ

 PPT II neurokinin B

Opioids Preprodynorphin (PPD) Endorphin; dynorphin; Leuenkephalin  Inhibitory
 Preproenkephalin (PPE) Enkephalins (Met- and Leu-enkephalin) Inhibitory

Others  Galanin Inhibitory
  Somatostatin Inhibitory or excitatory
  Vasoactive intestinal peptide Excitatory
  PACAP Excitatory
  CCK Excitatory
  CGRP Excitatory
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likely to be involved in sensory processing include 
the following.
1 Galanin: this is widely distributed in the central 
nervous system, with a high proportion of locus cer-
uleus neurones containing galanin and projecting to 
the spinal cord. Galanin is also found in intrinsic 
neurones in the spinal cord with highest levels in 
lumbar and sacral areas, being most abundant in 
laminae I, II and X [18]. It is thought to be predomi-
nantly inhibitory and levels change signifi cantly in 
chronic pain states [19].
2 Neuropeptide Y (NPY)-containing terminals have 
been found in laminae I–II with lower levels deeper 
in the dorsal horn. Under normal conditions, it is 
found mainly in intrinsic neurones, where it may co-
exist with galanin or GABA. The functional effects of 
NPY vary depending on the receptor activated, with 
some evidence for an inhibitory effect at a spinal 
level [20,21].
3 Somatostatin: a neuropeptide expressed by subpop-
ulation small-diameter primary afferent neurones 
and in lamina II cells of the dorsal horn. Its role in no-
ciception is not entirely clear, with evidence for both 
pro- and antinociceptive effects [22].
4 Cholecystokinin: may have a role in chronic pain 
and has been implicated in antagonizing the inhibi-
tory effects of opioids [23].
5 Vasoactive intestinal polypeptide (VIP): has been 
found within laminae I and II, mainly in primary af-

ferent fi bres, although a few VIP-containing cell bod-
ies have been found that may extend to the midbrain 
[24].
6 Pituitary adenylate cyclase-activating polypeptide 
(PACAP): widely expressed within the central 
nervous system, with evidence that both VIP and 
PACAP modulate sensory input in the dorsal horn 
[25].
7 CGRP: another important mediator of nociceptive 
transmission, being found in both C and Aδ fi bres. 
CGRP is often co-released with SP and may potenti-
ate its effects by inhibiting SP endopeptidase [26].

Other neurotransmitters
Other neurotransmitters involved in sensory 
processing include the following.
1 Cannabinoids: two identifi ed cannabinoid recep-
tors, CB1 and CB2, have been identifi ed in the super-
fi cial laminae of the spinal dorsal horn, with evidence 
for antinociceptive actions [27].
2 Purines: a range of purinergic receptors have been 
isolated, some of which are likely to important in no-
ciceptive processing, particularly if there is any in-
fl ammation. ATP acts on P2X3 and P2X2/3 receptors, 
which are unique to nociceptive afferents [3].

Dorsal horn projection neurones and 
ascending spinal tracts
The exact cellular mechanisms by which nociceptive 

Table 23.4 Opioid receptors.

 Molecular Endogenous
Receptor classifi cation ligand Site

µ OP3 Beta-endorphin, Leu- and Pre- & postsynaptic neurones in spinal cord;
  Met-enkephalin; brainstem (including PAG, NRM);
  Endomorphins thalamus, cortex; peripheral (infl ammation)

κ OP1 Dynorphins Spinal cord, supraspinal, hypothalamus

δ OP2 Enkephalins; Olfactory centres, motor integration areas in cortex,
  beta-endorphin limited distribution in nociception areas

Orphan ORL-1 (opioid-like Nociceptin Spinal cord
 receptor)
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information is transmitted to the brain and the na-
ture of the interaction between higher centres and 
the spinal cord is not clearly understood. It is thought 
that projection neurones from the superfi cial dorsal 
horn have specifi c connections with brainstem de-
scending systems, which in turn are closely involved 
in the regulation of tonic inhibition and excitation at 
a spinal level. These lamina I projection neurones 
(usually expressing NK1-R) also connect directly 
with the thalamus where information is relayed to 
somatosensory and insular cortices. As there are 
connections from the limbic system to the descend-
ing systems discussed below, the dorsal horn projec-
tion neurones may also be in a position to infl uence 
limbic system responses [15].

Ascending spinal tracts
Spinothalamic tract
The spinothalamic tract conveys sensory informa-
tion from the contralateral dorsal horn to the tha-
lamic nuclei, predominantly noxious mechanical 
information. This tract originates from cells in lami-
nae I, II, IV and V. These excitatory pro-nociceptive 
neurones within lamina I also receive synapses from 
local inhibitory interneurones, as well as descending 
input from inhibitory fi bre tracts.

Spinomesencephalic tract
The spinomesencephalic tract originates from cells in 
laminae I, V and VI to the mesencephalic tegmentum 
region including the periaqueductal grey area. It is 
likely that the contribution from lamina I cells is 
nocispecifi c.

Dorsal column pathways
The dorsal column pathways can be divided into 
the PSDC and the SCT. The PSDC originates in lami-
nae III and IV, projecting ipsilaterally to the gracile 
and cuneate nuclei of the medulla via the dorsal fu-
niculus. A variety of sensory modalities are con-
veyed by this tract, including pressure, cooling, 
pinch and hair movement as well as nociceptive in-
formation. The SCT originates from cells in laminae 
IV–VII, most of these projecting ipsilaterally to the 
lateral funiculus, although some fi bres pass into the 
PSDC or cross the midline to run contralaterally in 
the ventral funiculus. Many neurones of the SCT are 

multireceptive, and can respond to nociceptive 
stimulation [28].

Descending systems
Melzack and Wall’s gate control theory introduced 
the concept of descending inhibitory pathways, or 
‘descending noxious inhibitory control’ (DNIC). 
Local inhibitory mechanisms at a spinal level may be 
augmented by these descending inhibitory pathways 
from the brain, reducing nociceptive transmission 
[29].

The descending pathways involved originate in 
the brainstem from several areas. This includes the 
medullary nucleus raphe magnus (NRM) and adja-
cent structures of the rostral ventromedial medulla 
(RVM). The NRM provides a major descending sero-
tonergic input to the dorsal horn laminae I, II and V. 
Stimulation of both this region, and the periaque-
ductal grey (PAG) in the midbrain, produces analge-
sia, probably via an opioid mechanism.

The locus ceruleus (LC) also has a role in modu lat-
ing nociceptive transmission, via its actions on the 
parafascicular neurones of the thalamus. The LC 
exer ts two opposing effects on nociceptive trans mis-
sion. Descending noradrenergic fi bres from the LC to 
the spinal cord have a predominantly inhibitory role, 
causing hyperpolarization of lamina II cells, thereby 
producing an antinociceptive effect [30]. It is clear 
from this overview that several regions in the 
brainstem have a key role in reducing nociceptive 
input.

More recently, there has been interest in the exist-
ence of both anti- and pro-nociceptive pathways 
from the RVM [31]. Stimulation around this area can 
enhance responses to noxious stimuli, via a mecha-
nism that may involve the NMDA receptor. Persist-
ent noxious input may increase activity of this system 
contributing to the increased excitability of the 
spinal cord. Additionally, there is evidence of an in-
direct connection of the RVM with the anterior cin-
gulate cortex (ACC), an area of the brain known to 
be associated with pain perception, particularly the 
affective–motivational aspects. Thus, alterations in 
the balance of inhibition and facilitation from the 
brainstem, which may itself be modulated by higher 
centres, may alter inherent excitability at the level of 
the spinal cord (for review see Porreca et al. [32]).
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Cortical processing

Pain perception is different from nociception, and it 
is at the cortical level that all the various components 
of pain perception are integrated (Fig. 23.4). Until 
recently, our understanding of detailed cortical 
processing of pain was limited, but brain imaging 
techniques, such as functional magnetic resonance 
imaging (fMRI), positron emission tomography 
(PET) scanning and magnetoencephalography 
(MEG), are allowing study of the wider aspects of 
pain perception. Although there is signifi cant varia-
bility between studies of the brain areas involved in 
pain processing, several areas are fairly consistently 
activated. These include the second somatosensory 
cortex, insular regions and the ACC. The contrala-
teral thalamus and primary somatosensory area are 
also often activated [33].

Activity within the ACC is fairly consistent and 
appears to refl ect the subjective unpleasantness of 
the painful experience. Thus, it may have a role in 
endogenous modulation of pain. Cognitive mod-
ulation (e.g. using hypnotic techniques) can be 
used to reduce the perceived unpleasantness of a de-
fi ned noxious stimulus and to signifi cantly reduce 
activity in the ACC [34]. The limbic system, includ-
ing the ACC, appears to be one of the sites where 
endogenous opioid peptides are involved in 
modulating both acute and sustained pain. Systemic 

fentanyl can reduce pain-related activity in the ACC 
and other pain related cortical areas, as well as the 
thalamus [35].

The context of the painful experience is important 
as has been demonstrated by fMRI studies showing 
the role of varied attention to the painful stimuli on 
neuroneal activity within the brain. Using more fo-
cused imaging, it appears that activity within the 
PAG related to noxious stimuli can be modulated by 
attentional level, with subsequent effects on spinal 
activity. This emphasizes the importance of the de-
gree of integration between cortical processes and 
nociceptive input. Mood can also alter pain process-
ing, as has been shown using experimentally induced 
anxiety. The effect of attention on pain perception is 
the subject of much current research which is likely 
to lead to an improved understanding of the neuro-
matrix of pain and the modulation of spinal process-
ing [36].

Response to tissue damage

There is a large amount of evidence of changes in no-
ciceptive processing and pain perception as a result 
of tissue injury that can lead to the development of 
persistent pain states. This refl ects the dynamic na-
ture of the system as major alterations can be seen 
peripherally, within the spinal cord and at a cortical 
level. A summary of some of the main changes in 

Sensory
discriminative

Cognitive
behavioural

Pain
perception

Nociceptive
input

Descending
modulation

Neuromatrix
Genetically determined

template in brain

Affective
motivational

(stress systems)

Figure 23.4 Pain perception. The 
importance of integration at a cortical 
level is only just beginning to be 
understood. There are important 
interactions between cortical centres, 
the brainstem and the spinal cord, 
resulting in perception of pain.
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spinal neurotransmitters in different types of chronic 
pain states is shown in Table 23.5.

The effects of some of these changes is considered 
briefl y below.

Infl ammation
Infl ammation may be either acute or chronic and is 
part of a complex response to injury or infection. 
Usually, acute infl ammation resolves after the initi-
ating stimulus has been removed and the damaged 
tissue has healed. If the infl ammation does not re-
solve, or there is associated nerve damage, then the 
process may become chronic. This may occur with 
chronic infection (e.g. persisting trigger) or maladap-
tive response of the immune systems (e.g. autoim-
mune diseases). The classic signs of infl ammation 
include pain (dolor: with nociceptor activation), red-
ness (rubor: vasodilatation), heat (calor: increased 
metabolic activity and blood fl ow) and swelling 

(tumor: oedema resulting from plasma extravasa-
tion and increased capillary permeability) and con-
sists of a complex array of innate non-immunological 
responses and specifi c immune system mechanisms. 
Changes may be initiated peripherally, but sensitiza-
tion can be detected throughout the peripheral and 
central nervous systems [37].

Peripheral changes
Acutely, a wide variety of cells are involved, with re-
lease of a range of pro-infl ammatory substances. 
Blood vessels (endothelium), cells of the immune 
system (e.g. lymphocytes, macophages, polymorphs, 
mononuclear cells and mast cells), cytokines and 
other mediators all interact at the site of tissue dam-
age to produce peripheral sensitization (Fig. 23.5).

Cytokines are large peptides, which may be pro- or 
anti-infl ammatory, such as tumour necrosis factor-α 
(TNF-α) and interleukins, as well as interferons, 

Receptors
Vanilloid
Purinergic
PAR2
ASIC
TrKA
EP/IP
CB1

Inflammatory
triggers

Altered central
response

Inflammatory mediators
NGF
Histamine
Cytokines (TNF, IL-1)
Chemokines
Prostaglandins
Bradykinin
H+

Adenosine
Peptides (SP, CGRP)
Cell adhesion molecules

Anti-inflammatory
factors

IL-10
Prostaglandins

Lipoxins
NF-κB

Endomorphins
Annexin – 1

CRH

Sympathetic neurones
Immune cells
Blood vessels

Figure 23.5 Peripheral sensitization. This shows some of 
the major factors involved in the peripheral infl ammatory 
process. A range of infl ammatory triggers such as tissue 
injury, infection or ischaemia initiates a series of events. 
Pro-infl ammatory mediators are released from cells of the 
immune system, blood vessels and neurones (both 
primary afferent and sympathetic). These act on specifi c 
receptors to produce intracellular changes and result in a 
lowering of the activation threshold of nociceptors. There 
are also endogenous anti-infl ammatory substances 

released that normally result in resolution of the 
infl ammatory process. The particular receptors and 
mediators involved may vary. ASIC, acid sensing ion 
channel; CB, cannabinoid; CGRP, calcitoringene-related 
peptide; CRH, corticotrophin releasing hormone; EP, E 
type prostanoids receptor; IL-10, interleukin-10; IP, I type 
prostanoids receptor; NF-κB, nuclear factor kappa B; NGF, 
nerve growth factor; PAR2, protease-activated receptor; 
SP, substance P; TNF, tumour necrosis factor; TrKA, 
tyrosine kinase A.
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Table 23.5 Neurochemical spinal changes in models of infl ammation, nerve injury (partial and complete) and cancer 
pain. From Honore et al. Neuroscience 2000; 98 (3): 585–98., with permission.

 Infl ammation Partial nerve injury  Sciatic nerve  Cancer (sarcoma
 (CFA) (SNL) transection in bone)

Spinal cord

SP lam I–II ↑ ↓↓ ↓↓ ←→

CGRP lam I–II  ↓↓ ↓↓ ←→

IB4 lam IIi  ↓↓ ↓↓ ←→

Galanin lam I–II ←→ ↑↑↑↑↑↑ ↑↑↑↑↑↑ ←→

SS lam I–II ←→ ←→ ←→ ←→

NPY lam I–II ←→ ↑↑ ↑ ←→

Dyn lam I–II ←→ ←→ ↑ ←→

SPR lam I–II ↑ ←→ ←→ ←→

PKCγ lam Iii ↑↑ ↑↑ ↑ ←→

GAP-43 lam I–II ←→ ↑↑↑ ↑ ←→

NeuN grey matter ←→ ←→ ←→ ←→

Dyn lam III–VI  ↑↑ ←→ ←→ ↑↑↑
Glia

GFAP grey matter ←→ ↑↑↑ ↑↑↑ ↑↑↑↑↑↑

Ox 42 grey matter ←→ ↑↑↑ ←→ ←→

Motor neurones

NeuN motor neurones ←→ ←→ ↓↓↓ ←→

Galanin motor neurones ←→ ↑↑ ↑↑ ←→

NPY motor neurones ←→ ↑↑↑ ↑↑↑ ←→

Results are summarized with arrows, with horizontal arrows (←→) showing no signifi cant changes as compared to sham, 
whereas arrows going up (↑) or down (↓) (↑/↓: 25–50% increase/decrease; ↑↑/↓↓: 50–75% increase/decrease; ↑↑↑/↓↓↓: 75–
100% increase/decrease; : ↑↑↑↑↑↑/↓↓↓↓↓↓ more than 150% increase) represent a signifi cant increase or decrease in 
immunofl uorescence levels (IF) or number of neurones (count) for neurochemical markers that are found in spinal cord (SP, 
CGRP, IB4, GAL, somatostatin, NPY, DYN, SPR, PKCg, GAP-43, NeuN, astrocyte marker (GFAP), and microglia marker (Ox-42)). 
Note that while increases in SP-IR and CGRP-IR were observed in infl ammation, a decrease in these markers was observed in 
both SNL and nerve transection models. In addition, a strong increase in galanin-IR and NPY-IR was observed in both SNL and 
nerve transection models but these markers remained unchanged in infl ammation. However, an increase in PKCg-IR was 
observed in models of infl ammation, SNL, and nerve transection. Increase in glia markers (GFAP and Ox-42) and GAL-IR and 
NPY-IR in motor neurones were observed in both SNL and nerve transection models but not in the model of infl ammatory 
pain. Finally, unique changes were observed in the model of bone cancer as an increase in dynorphin-IR and an increase in 
GFAP-IR, but no other changes were detected. Even if these two changes are common between cancer and infl ammation for 
dynorphin-IR and cancer and neuropathy for GFAP-IR, the increases in these two markers were the most pronounced in the 
cancer model.
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colony-stimulating factors and growth factors. 
Chemokines are a type of cytokine (e.g. interleukin-
8) that act as chemoattractants for immune system 
cells to the damaged area. Cytokines act via kinase-
linked receptors to alter gene expression at a cellular 
level. This can occur both peripherally and centrally, 
with post-translational, translational and transcrip-
tional regulation. For example, mitogen-activated 
protein kinases (MAPK) such as extracellular signal-
regulated protein kinase (ERK) and p38, are activat-
ed by infl ammatory mediators in both primary 
sensory and secondary order dorsal horn neurones. 
They mediate intracellular signal transduction in re-
sponse to a variety of stimuli and are involved in a 
range of other functions such as cell proliferation 
and differentiation and neuroneal plasticity, includ-
ing long-term potentiation and memory. They may 
provide potential new pharmacological interven-
tions in treating infl ammatory pain [38].

Cytokines and other infl ammatory mediators can 
also trigger the release of neuropeptides and other 
substances from nociceptor terminals, as well as 
causing depolarization of nociceptors. These can in-
fl uence nearby cells in either a pro-infl ammatory 
(e.g. SP, CGRP, ATP) or anti-infl ammatory (endor-
phins) manner. Low-intensity stimulation, or locally 
acting mediators, may release substances from nerve 
terminals without evoking pain. This can cause grad-
ed changes in nearby membrane potentials (‘axon 
refl ex’ or ‘antidromic’ conduction), recruiting the 
distal branches of other sensory nerve fi bres, leading 
to a diffusion and amplifi cation of the original local-
ized stimulus. This local amplifi cation of the infl am-
matory response by sensory neurones is termed 
neurogenic infl ammation.

Kinins are another group of locally acting peptides. 
They are derived from the blood and are produced 
by the action of kallikrein enzymes, with broad 
effects mediated by two related G-protein-coupled 
receptors termed the bradykinin receptors. The 
endogenous kallikrein–kinin system promotes in-
fl ammation and pain and there is interest in pharma-
cological agents that will block this system and act as 
analgesics [39].

Several peripheral receptors also appear to play a 
signifi cant part in the infl ammatory process. For ex-
ample, the vanilloid (capsaicin) receptor, transient 

receptor potential channel, vanilloid subfamily 
member 1 (TRPV1), is linked to intracellular signal-
ling by various endogenous substances such as 
bradykinin and is up-regulated during infl ammatory 
conditions [40]. There is another family of G-
protein-coupled receptors activated by proteases, 
the protease-activated receptors (PARs) that appear 
to be involved in infl ammatory processes, as well 
possibly in visceral pain mechanisms [41,42].

Relatively recently, the existence of a group of ion 
channels that are sensitive to extracellular pH chang-
es, the ASICs, have been isolated. ASIC channels can 
induce action potential triggering on sensory neu-
rones after a moderate extracellular pH decrease. 
Given that tissue acidosis is a dominant factor in in-
fl ammation, they are likely to be involved in periph-
eral sensitization, with evidence of transcriptional 
induction and post-translational regulation during 
infl ammation [43].

Purines and some of their receptors are thought 
to be involved in infl ammatory pain. P2X receptors 
are hetero-oligomeric ion channels, gated by extra-
cellular ATP. In particular, the P2X3 subunit is 
found on a subset of sensory neurones involved in 
nociception, and ATP released during infl ammation 
may activate this receptor, resulting in action poten-
tial generation. Some recent studies have also 
indicated a potential role for peripherally sited me-
tabotropic glutamate receptors in infl ammatory 
processes [44].

The end result of peripheral sensitization is a de-
crease in stimulus threshold required to activate 
nociceptors and an exaggerated response to a supra-
threshold stimulus. This alteration in transduction 
sensitivity, responsiveness and activity of peripheral 
nociceptors along with recruitment of ‘silent’ noci-
ceptors may manifest as primary hyperalgesia [45].

Central changes
Central sensitization can also occur in response to 
these peripheral changes, with hyperexcitability, in-
volving wind-up of dorsal horn neurones (see below) 
and a range of neurotransmitters including gluta-
mate, SP, neurokinin A, CGRP and prostaglandins. 
Other neurotransmitters may have an increased role 
in infl ammatory processes with some evidence that 
spinal 5-hydroxytryptamine (5-HT) receptors may 
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be of increased importance after infl ammation [46]. 
MAPK pathways may have a peripheral role in in-
fl ammation, but there is also evidence for changes 
within the dorsal root ganglia (DRG) and dorsal 
horn, where ERK is phosphorylated in response to 
noxious peripheral stimulation contributing to per-
sistent infl ammatory processes, via transcriptional 
regulation of key gene products. On the other hand, 
peripheral infl ammation and axotomy also induces 
p38 MAPK activation in DRG neurones.

In addition to changes at a spinal level, there may 
also be changes in cortical processing in the thalamus 
and somatosensory cortex in clinical models of hy-
peralgesia [35].

Nerve injury
Peripheral nerve injury can result in the develop-
ment of neuropathic pain. Neuropathic pain is de-
fi ned by the International Association for the Study 
of Pain (IASP) as pain initiated or caused by a prima-
ry lesion or dysfunction in the nervous system. While 
it is generally accepted that this can be a prolonged 
and chronic process, it often goes undiagnosed in the 
acute postoperative setting [47]. A remarkable range 
of changes occur in the peripheral and central nerv-
ous system in response to nerve injury, some of 
which are considered here.

Peripheral changes
Two major changes occur peripherally in sensory 
neurones after nerve injury:
1 Alterations in the electrical response properties
2 Alterations in the chemical nature of the 
neurones.

Electrical properties
The basic ion channels essential for neuronal con-
ductivity and excitability are voltage-gated sodium 
channels (VGSCs), with changes in their conduct-
ance resulting in action potential generation. They 
are heteromeric protein complexes with a large pore-
forming α subunit and two auxiliary β subunits. 
There are at least nine isoforms of the α subunit, 
widely distributed within the nervous system. Ini-
tially, sodium channels were characterized in terms 
of their pharmacological sensitivity to tetrodotoxin 
(TTX). The electrophysiological properties vary, with 

the TTX-resistant (TTXr) being much slower than the 
TTX-sensitive (TTXs) sodium current, both in terms 
of time to peak and decay kinetics. Despite this, the 
TTXr current recovers from the inactivated state, or 
reprimes, more than 10 times faster than the TTXs 
current [48].

Spontaneous activity
Normally, a peripheral stimulus (e.g. pinprick) is re-
quired to activate peripheral nociceptors with subse-
quent action potential generation and propagation. 
After nerve injury, changes in neuroneal excitability 
result in ‘pacemaker-like’ potentials from which ac-
tion potentials can arise spontaneously at sites dis-
tant from peripheral nociceptors, in the absence of 
peripheral stimulation. Both the injured neurone 
and surrounding non-injured neurones may be in-
volved, with the phenomenon being more marked 
in A than C fi bres [49]. These spontaneously arising 
action potentials, or ‘ectopic discharges’, can origi-
nate from the nerve injury site, and much more 
proximally, at the cell bodies themselves, in the 
DRG [50].

Several factors are important in the generation of 
these ectopic discharges. There is an up-regulation of 
VGSC. The particular subtypes of VCGS varies de-
pending on sensory fi bre type. Normally, TTXs 
Nav1.3 is found at very low levels in the adult neu-
rone and has been detected mainly in the embryonic 
nervous system. It is up-regulated rapidly after nerve 
injury, playing a part in ectopic impulse generation. 
Other sodium channels have also been implicated in 
sensory hypersensitivity and ectopic discharge gen-
eration, such as the TTXr Nav1.8. Both animal mod-
els and clinical microneurographic work have shown 
that the rate of ectopic discharges may be related to 
the severity of spontaneous pain [51,52].

Down-regulation of potassium channels also oc-
curs after nerve injury, as well as a decrease in the ac-
tivation threshold of heat-sensitive channels, such 
that they may be activated at body temperature. This 
may account for spontaneous burning pain or ther-
mal hypersensitivity [53].

Evoked activity
For action potential generation, a high-intensity pe-
ripheral stimulus is usually required to initiate action 
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potentials in nociceptors that are propagated cen-
trally along small myelinated Aδ fi bres and unmyeli-
nated C fi bres. The initiation of action potentials 
stops when the stimulus has ceased and mechanical 
stimulation of the sensory axon distant from periph-
eral nociceptors does not generate action potentials. 
In contrast, after nerve injury, there may be contin-
ued action potential generation (‘after discharges’) 
and an altered pattern of action potential fi ring, with 
prolonged bursting discharges continuing after the 
stimulus has ceased [54].

Further impulses may be initiated at the nerve in-
jury site, which becomes mechanosensitive after in-
jury. The TTXr Nav1.8 channel, usually found on 
small diameter sensory neurones in the DRG, is re-
distributed along the uninjured sensory axons after 
nerve injury, contributing to hypersensitivity. Inter-
fering with the function of the Nav1.8 channel in 
nerve injury may prevent the development of me-
chanical and thermal hyperalgesia [51]. As a result of 
peripheral nerve injury, action potential input to the 
spinal cord is altered and electrical input increased, 
losing the normally close links to stimulus-encoded 
input. This increase in primary afferent drive is likely 
to contribute towards the subsequent changes that 
occur in the spinal cord.

Chemical properties
After nerve injury there is a major change in the phe-
notype of primary sensory neurones (the character-
istic pattern of neurotransmitters produced by 
primary afferent neurones). Normally, adult neu-
rones are characterized by the expression of particu-
lar genes, enabling the cells to carry out their 
particular functions. These include those genes 
whose protein products regulate synaptic transmis-
sion and conduction, in addition to many cytoskele-
tal genes. After peripheral nerve injury, several 
hundred genes are either up- or down-regulated, al-
tering the character of subsets of primary sensory 
neurones [55].

The exact trigger for this dramatic phenotypic 
change is unclear but, at least in part, alteration in 
the retrograde transport of peripherally synthesized 
substances, such as neurotrophins, by primary affer-
ent fi bres is likely to be important. Neurotrophins are 
a family of structurally related factors, which include 

NGF, brain-derived neurotrophic factor (BDNF), 
neurotrophin-3 (NT-3) and NT-4/5. They regulate 
neuronal survival and multiple aspects of function 
via specifi c tyrosine kinase receptors [56].

Thus, for example, alterations in NGF derived from 
peripheral sources may be important in the subse-
quent central changes after nerve injury [57]. BDNF 
is normally expressed only in C fi bres, but after pe-
ripheral nerve injury begins to be expressed in A fi bre 
neurones. After peripheral nerve injury, the dis-
rupted contact of cell bodies in the DRG with periph-
eral targets results in degeneration of primary sensory 
neurones. This may be because of loss of peripheral 
sources of neurotrophins essential for survival of 
these neurones, such as NGF. Glial cells (e.g. 
Schwann cells) may also be involved in this process, 
producing neurotrophins and other substances 
with alterations in particular pain states (see also 
Fig. 23.5).

Sympathetic nervous system
There has been much debate about the role of 
the sympathetic nervous system in neuropathic 
pain. Certainly, clinically it can have a major 
role, as demonstrated in complex regional pain 
syndromes [58].

In animal models of nerve injury there is evidence 
of sprouting of sympathetic fi bres within the DRG, 
forming basket-like structures around primary affer-
ent cell bodies [59]. Cross-talk between these sym-
pathetic and sensory neurones may generate 
impulses in sensory fi bres. Although the exact role of 
the sympathetic nervous system remains to be 
defi ned, it clearly is signifi cant in some cases of 
neuropathic pain [60].

Central changes
Anatomical changes
Secondary to primary afferent neurone damage, 
central terminations in the spinal cord degenerate. 
Over a period of time, the injured neurones atrophy, 
with a decrease in cell body size and loss of central 
terminals in the dorsal horn, with eventual cell 
death, mainly of C fi bres. This may be related to loss 
of retrogradely transported neurotrophins from the 
periphery, such as NGF and glial derived neuro-
trophic factor (GDNF). Trans-synaptic degeneration 
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may also occur with loss of second-order neurones, 
possibly related to factors at the time of nerve injury. 
Earlier studies have reported sprouting of Aβ fi bres 
into the superfi cial dorsal horn after nerve injury, 
but there is considerable debate as to whether or not 
this may be an artefact resulting from immunohisto-
chemical techniques [61–63].

Neurochemical changes
Neurotransmitter production, release and receptor 
activation change dramatically in response to pe-
ripheral injury. The neurochemical transmitter 
changes effect intracellular second and third mes-
senger systems, with substances such as nitric oxide 
being implicated in altering gene expression. Imme-
diate early genes, such as c-fos and c-jun may also have 
a role in maintaining chronic pain via alterations 
in protein synthesis. The major neurotransmitter 
changes are summarized in Figure 23.5.

Glial changes
Until relatively recently, glial cells in the central 
nervous system were thought to have no role in neu-
roneal regulation and activity. There is an emerging 
body of evidence that implicates spinal cord glia (mi-
croglia and astrocytes) in nociceptive processing, 
particularly in chronic pain states such as after nerve 
injury. Neuropeptides and excitatory amino acids 
may be released from glial cells. Glial cells may also 
be activated by changes in peripheral input, with 
spinal release of a range of compounds, including 
cytokines [64].

Amino acid changes
After peripheral nerve injury, the balance between 
excitation and inhibition is altered towards increased 
excitability at a spinal level (central sensitization). In 
this state of increased sensitivity of dorsal horn neu-
rones, the threshold required for activation is re-
duced and responsiveness to synaptic inputs is 
increased, resulting in a general amplifi cation of sen-
sory input [65].

The main excitatory amino acid involved in pain 
processing is glutamate. After nerve injury, the types 
of glutamate receptors recruited changes, with in-
creased activation in particular at the NMDA recep-
tor. This receptor has been shown to have a key role 

in ‘wind-up’, an activity-dependent form of central 
sensitization that can occur rapidly and may persist 
in chronic pain states. With repeated high-intensity 
noxious input, the NMDA receptor block by magne-
sium ions is lifted and wind-up occurs. The NMDA 
receptor–MAGUK interactions may be important in 
neuropathic pain. In addition, particular subunits of 
the NMDA receptor may have an increased role in 
neuropathic pain, with the potential for developing 
specifi c analgesics [11].

Metabotropic glutamate receptors may also be in-
volved in nociceptive processing after nerve injury. 
These G-protein-coupled receptors alter intracellu-
lar enzyme activation and calcium levels and it has 
been postulated that this allows for a positive feed-
back between mGlu and NMDA receptors at an in-
tracellular level [13,14].

The two main inhibitory amino acids found in dor-
sal horn neurones, GABA and glycine, are both al-
tered after nerve injury. GABA or glycine antagonists 
within the dorsal horn produce pain behaviours, 
such as mechanical allodynia, similar to that of neu-
ropathic pain with very prominent tactile allodynia 
[66]. GABA blockade may also recruit previously si-
lent Aβ fi bre inputs to cells in the superfi cial dorsal 
horn. After peripheral nerve injury, GABA levels in 
the dorsal horn are decreased bilaterally [67]. Gly-
cine-containing inhibitory neurones in the dorsal 
horn may also be more susceptible to the massive 
neuroneal discharge occurring at the time of nerve 
injury, resulting in death of these neurones.

Neuropeptides
Many neuropeptides are involved in sensory process-
ing, and there are dramatic alterations in their syn-
thesis and release in response to peripheral injury. 
This is summarized in Figure 23.5.

Calcium channels
There are changes in calcium-channel activity after 
nerve injury that may offer therapeutic potential. 
There are many different isoforms of calcium chan-
nels, dependent on the specifi c subunit composition. 
The N-type calcium channel may be of particular rel-
evance in neuropathic pain [68]. These are expressed 
mainly in the peripheral and central nervous system 
and there is clinical interest in ziconotide, a synthetic 
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form of the marine snail toxin v-conopeptide MVIIA 
and specifi c channel antagonist [69].

Central sensitization
Dorsal horn neurones demonstrate increased re-
sponsiveness to synaptic inputs with a lowered acti-
vation threshold. This increased sensitivity has 
several components. After nerve injury, or a re peated 
noxious stimulus, magnesium block of the NMDA 
receptor is lifted and subsequent release of glutamate 
results in increased action potential generation, in-
volving NMDA receptor activation, as outlined 
above. Rapid sensitization can occur with alterations 
in receptor activity and traffi cking, most notably of 
the NMDA and AMPA glutamate receptors [13].

Brainstem modulation
Tonic spontaneous activity in the spinal cord increase 
after nerve injury. This may be related to a decrease 
in DNIC. The descending pathways involved origi-
nate in the brainstem, and normally exert a tonic in-
hibition on intrinsic spinal neurones by release of 
serotonin and norepinephrine with some evidence 
for a decrease in activity after peripheral nerve 
injury. After nerve injury, the relative role of both 
anti- and pro-nociceptive pathways from the RVM 
and other areas may change. Agents interfering with 
RVM activity can reduce behavioural signs of neuro-
pathic pain. Additional cortical connections may be 
necessary to complete the neuroneal circuits utilized 
in regulating spinal input [32].

Cortical modulation
There is increasing evidence of the cortical areas in-
volved in pain perception and how these may be 
modulated by cognitive and emotional factors. After 
nerve injury, major changes have been seen within 
the cortex. For example, it has been shown that there 
are rapid and persistent alterations in cortical re-
sponses after limb amputation [70].

The primary somatosensory area is located in the 
post central gyrus and is organized into a specifi c so-
matotopic map of the body. Following denervation, 
the cortical representation of a body part may ex-
pand into the cortex that previously supplied the 
deafferented area. Thus, in subjects with upper limb 
amputation, stimulation of areas of the face ipsilater-

al to the amputation consistently resulted in sensa-
tion in the phantom hand.

The magnitude of cortical remapping on the soma-
tosensory cortex appears to correlate directly with 
the severity of phantom pain. The underlying mech-
anism for this may vary between patients, as local 
anaesthetic block of primary afferent input resulted 
in reversal of cortical remapping and alleviation of 
phantom pain in only half of the subjects studied 
[71]. Potential mechanisms include unmasking of si-
lent synapses and neuronal sprouting from the tha-
lamus and within the sensory cortex itself. There is 
some evidence for cortical and thalamic changes in 
primates that would support the work from brain 
imaging studies in the clinical setting [72].

In addition to cortical changes in phantom limb 
pain, other neuropathic conditions such as complex 
regional pain syndrome have also shown alterations 
in cortical responses and it seems likely that further 
studies in this area will demonstrate additional 
changes in cortical responses in neuropathic pain 
conditions [73].

Conclusions

To manage pain effectively in the clinical setting, 
whether it is acute or chronic, we need to understand 
the essential pathophysiological factors involved in 
order to refi ne our current therapies. By improved 
understanding of underlying mechanisms, it may be 
possible to target treatment appropriately to either 
peripheral or central changes [55,74].

As we begin to understand the basic pain pathways 
and how they respond to tissue injury  —  whether it 
be infl ammatory, neuropathic or cancer related  —  we 
may be able to link signs and symptoms with mecha-
nisms and to direct treatment appropriately in indi-
vidual patients [75–77]. Further information on pain 
perception from clinical studies will help to link basic 
science and clinical research, allowing more rapid 
development of appropriate therapies, whether they 
be pharmacological or psychological [78].
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CHAPTER 24

Neuromuscular transmission 
and function
Andrew D. Axon and Jennifer M. Hunter

Introduction

Neuromuscular physiology has been extensively 
studied and is well understood. Bernard [1], in 1856, 
identifi ed the gap between nerve and muscle, and 
Dale et al. [2] demonstrated that acetylcholine was 
the transmitter at the neuromuscular junction in 
1936. Our understanding has been greatly aided by 
the availability of the large, and therefore easily 
studied, electric organ of electric fi sh which, despite 
millions of years of evolution, has remarkable simi-
larity to the human neuromuscular junction.

The lower motor neurone

The cell bodies of the motor neurones, containing 
their solitary nucleus, lie in the grey matter of the an-
terior horn of the spinal cord or, in the case of the cra-
nial nerves, within their midbrain nuclei. As motor 
neurones are mononuclear, all the genetic material 
of the neurone and therefore its ability to construct 
proteins and organelles, resides in the cell body. The 
cell body synapses with other neurones, either di-
rectly or through any number of fi ne processes, 
known as dendrites [3–9].

A single efferent axon leaves the cell body to form 
a unicellular link from the central nervous system to 
the muscle; this may involve a distance of 1 m. The 
motor axon diameter is large, in the range 10–20 µm, 
and the conduction velocity is fast at 50–120 m/s 
(fast axonal conduction). The Schwann cell sheath 
of the axon is up to 100 membrane-layers thick, but 
defi cient intermittently at the nodes of Ranvier. 
These areas, approximately 0.5–1 µm in length, are 
rich in sodium channels, although lacking in rectifi er 

potassium channels, to allow the rapid saltatory con-
duction of the nerve action potential. The perinodal 
region contains rectifi er potassium channels, which 
may be important in rapidly repeated neuronal fi r-
ing. The internodal axon membrane does not con-
tain sodium channels.

The axon may divide at a node of Ranvier into a 
variable number of terminal branches, each sup-
plying an individual muscle fi bre (Fig. 24.1). As the 
terminal branch approaches the muscle fi bre, the 
myelin sheath is lost and it branches into shorter and 
fi ner telodendria, which are less than 100 µm in 
length. These unmyelinated processes come to lie in 
the junctional or synaptic clefts, thus forming the 
presynaptic part of the neuromuscular junction.

The telodendria are defi cient in sodium channels; 
the action potential is propagated passively over this 
remaining short distance. The lack of sodium chan-
nels is thought to prevent the refl ection and repropa-
gation of the neurone action potential. Voltage-gated 
potassium channels are present and these repolarize 
the membrane potential to its resting value; they 
prevent excessive and cytotoxic infl ux of calcium 
into the nerve terminal.

Depolarization of the nerve terminal membrane 
by the arriving action potential causes the opening of 
voltage-gated calcium channels and, in turn, the re-
lease of acetylcholine. Magnesium is a physiological 
antagonist to calcium at the nerve terminal.

The motor unit

The group of muscle fi bres innervated by a single 
motor neurone is described as a motor unit. The size 
of the motor unit varies from as few as 5 fi bres in the 
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extraocular lateral rectus muscle to as many as 2000 
in the medial gastrocnemius in the leg, and varies as 
a function of the fi neness and force of the move-
ments generated by the innervated muscle [10].

The majority of human muscle fi bres are thought 
to be focally innervated; that is, they are innervated 
at a single point on their surface by a single axon. The 
point of innervation is usually near the midpoint of 
the muscle fi bre. Some muscles are multifocally in-
nervated, and this innervation may be polyneuronal; 
these tend to be muscles with a mixture of long 
parallel and short, serially connected fi bres (i.e. 
connected end-to-end). Examples of multifocal in-
nervation can be found in the extraocular, intrinsic 
laryngeal, middle ear and facial muscles. Multifocal 
polyneuronal innervation has also been demon-
strated in human brachioradialis muscle. However, 
the signifi cance or function of such an arrangement 
has not been explained [11].

Nerve terminals at multifocally innervated muscle 
fi bres are described as ‘en grappe’, a descriptive term 
for the appearance of the terminal axon. ‘En plaque’ 
is a term used to describe the raised plaque appear-
ance of the nerve terminal of the focally innervated, 
fast, pale muscle fi bre [5].

The neuromuscular junction

The neuromuscular junction comprises a nerve ter-
minal and the sole plate, or motor endplate, formed 
in the muscle fi bre cell membrane. The nerve termi-
nal is oval-shaped, with a corresponding depression 
in the muscle fi bre surface, and its dimensions are es-
timated to be in the range 15–30 × 20–50 nm. The 
nerve and muscle are not in contact, but are separat-
ed by the synaptic or junctional cleft, the distance 
between the two being 50–60 nm (Fig. 24.2). The 
synapse is completely enclosed, the terminal 

Dendrite

Mononuclear motor neurone in
the spinal cord

Myelinated, fast-conducting
motor axon

Terminal axon

Muscle fibre

Node of Ranvier

Figure 24.1 The motor unit. The 
majority of muscle fi bres have 
mononeuronal, unifocal innervation. 
A single motor neurone may supply 
thousands of muscle fi bres.
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Schwann cells forming teloglia, or lids, which help 
maintain the structure of the neuromuscular junc-
tion and act as a diffusion barrier. In addition, the ter-
minal Schwann cells provide a reservoir of calcium, 
which becomes available during repetitive neuronal 
fi ring; calcium release is mediated by G-protein-
coupled receptors [12]. The junctional cleft contains 
basement membrane, rich in polysaccharides, lam-
inin and collagen, and is abundant in the enzyme 
acetylcholinesterase (Fig. 24.2).

The postjunctional muscle fi bre membrane is 
folded into secondary clefts, which increases the sur-
face area of the postsynaptic membrane. The crests of 
these secondary clefts contain a huge density of ace-
tylcholine receptors (nAChR), lined up precisely op-
posite the release sites for acetylcholine (ACh; Fig. 
24.2). This alignment is maintained, regardless of 
how stretched the muscle fi bre becomes, in part 
because the neuromuscular junction is quite rigid; 
because of the presence of the basement membrane, 
and also because the postjunctional membrane can 
accommodate a degree of stretch by unfolding of the 
secondary clefts.

Acetylcholine

Synthesis of acetylcholine

Choline + acetyl coenzyme A ←→ acetylcholine + 
coenzyme A

Unmyelinated terminal axon

Terminal Schwann cell

Sodium channel

Active zone, with synaptic
vesicles containing ACh

Secondary cleft of
postsynaptic membrane

Acetylcholine receptor

Basement membrane and AChE

Figure 24.2 The neuromuscular 
junction. The terminal Schwann cell 
encloses the junctional cleft; across the 
junctional cleft, the active zones of the 
presynaptic membrane are closely 
aligned with clusters of acetylcholine 
receptors. ACh, acetylcholine; AChE, 
acetylcholinesterase.

O

O

C

H3C

CH2

CH2

CH3

CH3

CH3
N+

Figure 24.3 The acetylcholine molecule, 2-acetyloxy-N, 
N, N-triethylammonium, an ester group attached to acetic 
acid and choline.

This reaction requires the soluble enzyme choline 
acetyltransferase, which is synthesized in the motor 
neurone cell body and is concentrated largely in the 
axoplasm, although a smaller amount may be found 
in the synaptic vesicle membrane. Acetyl coenzyme 
A is thought to derive from mitochondrial pyruvate, 
a product of glucose metabolism, and requires an in-
termediate carrier in order to pass through the mito-
chondrial membrane into the axoplasm.

Up to 50% of the choline liberated by the hydro-
lysis of acetylcholine is recycled to make new acet-
ylcholine. The remainder is sourced from the 
extracellular fl uid of the junctional cleft, where 
the concentration is approximately 10 µmol/L. The 
majority of choline is obtained from the diet, with 
a small amount synthesized in the liver. Uptake 
of choline into the nerve terminal is by active 
so dium-dependent transport (choline is a cation, 
unable to cross the phospholipid cell membrane by 
simple diffusion). All cells have low-affi nity trans-
porters which collect choline to make membrane 
phosphatidyl choline; cholinergic nerve endings 
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have, in addition, a high-affi nity choline transporter. 
Release of acetylcholine may increase its synthesis 
by two mechanisms: an increase in axoplasmic sodi-
um concentration, favouring choline uptake; and 
increasing activity of the high-affi nity carrier. The 
postjunctional muscle fi bre membrane has relatively 
high choline turnover through membrane phos-
phatidyl choline; the signifi cance of this is not 
known.

Storage of acetylcholine
The majority of ACh in the nerve terminal is stored 
in small clear vesicles; approximately 20% is axo-
plasmic. Each vesicle contains a quantum of ACh, 
estimated at between 5000 and 10 000 molecules. 
The interior of the vesicle is very hypertonic in rela-
tion to the axoplasm, 300 µmol compared with 
0.3 mmol/L, and the vesicles also contain adenosine 
triphosphate (ATP), magnesium and calcium. The 
external diameter of the vesicle is approximately 
45 nm, the wall is 5 nm thick and the volume is 5.4 × 
104 nm3.

The vesicles are synthesized in the cell body; the 
exact mechanism is not well understood. The vesi-
cles are then moved along the entire length of the 
axon to the nerve terminal, by fast antegrade axonal 
transport at 1–3 µm/s; this compares with the trans-
port of soluble proteins at somewhat less than 
10 mm/day.

A microtubule network has been demonstrated 
in some types of axon, and is assumed to occur 
in others, including the motor axon. The micotu-
bules are orientated with a plus-end pointing to-
wards the synapse and a minus-end pointing towards 
the cell body, this arrangement allowing organized 
and unidirectional transport. The motive force is 
provided by the kinesins and dyneins, families of 
motor proteins associated with the microtubules. 
The kinesins appear to be predominantly plus-end 
directed, while the dyneins appear minus-end di-
rected; thus, fast antegrade conduction is likely to be 
kinesin-driven, although an actin-anchored my-
osin-driven mechanism may also be important. Mi-
crotubules may be important in neuronal migration 
[13–15].

Work in Torpedo fi sh, which are the electric rays, 
suggests that the small clear vesicles are delivered 
empty to the nerve terminal, to be loaded with ACh 

by a magnesium-dependent ATP-ase, the ACh being 
co-transported with protons. Approximately 1% of 
the ACh vesicles are clustered around the thickened 
electron-dense areas of the presynaptic membrane 
that form the active zones. These are the immedi-
ately releasable store. They are held in close relation 
to each other, and to the adjacent presynaptic mem-
brane and calcium channels by cytoskeletal proteins 
(Fig. 24.2). These proteins mediate the complex in-
teractions that occur following calcium entry into 
the nerve terminal, leading to exocytosis of the con-
tents of the synaptic vesicle. The vesicles of the active 
zone are lined up to directly oppose the greatest den-
sity of ACh receptors, on the crests of the secondary 
postsynaptic clefts.

There exists a considerable reserve pool of vesicles, 
which can be mobilized into the active zones under 
conditions of heavy demand. These vesicles are nor-
mally bound to the actin cytoskeleton of the nerve 
terminal by synapsin I. The synapsins are a family of 
neuronal phosphoproteins; the tail of the molecule 
attaches to the synaptic vesicle and the head to the 
actin molecule (Fig. 24.4).

Acetylcholine release by 
vesicular exocytosis
Acetylcholine release is triggered by infl ux of cal-
cium into the nerve terminal. Exocytosis requires 
very complex interactions of calcium ions and cellu-
lar proteins, which are not fully understood. It is 
helpful to consider a cycle of synaptic vesicle exocy-
tosis and endocytosis, well described in his compre-
hensive review by Naguib et al. [16].

Calcium channels
The calcium channels at the nerve terminal are volt-
age gated, opening when the nerve action potential 
depolarizes the presynaptic nerve terminal. They are 
tightly packed into parallel double rows and highly 
concentrated at the active zones, thus enabling the 
local calcium concentration to rapidly rise, perhaps 
to as much as 1000 µmol. Not all of the calcium chan-
nels open on arrival of an action potential, because 
their opening time constant (≥1.3 ms) is greater than 
the duration of the action potential (≤1 ms). Increas-
ing the extracellular calcium concentration, or the 
duration of calcium channel opening, will increase 
the amount of ACh released. Calcium accumulates 
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in the nerve ending during post-tetanic 
potentiation.

Nerve terminal calcium channels are of the P/Q 
type, quite different to the L type found in cardiac tis-
sue. Therefore they are not affected by therapeutic 
doses of calcium-channel blocking drugs in health. 
Membrane potential is rectifi ed by outward fl ow of 
potassium; potassium-blocking drugs, such as tetra-
ethyl ammonium, will increase nerve terminal cal-
cium and, in turn, ACh release.

Other calcium channel types have been identifi ed, 
in animal models, at the neuromuscular junction. 
Calcium channels have subunits: α1, α2/δ, γ and β. 
The large α1 subunit forms the ion channel and volt-

age gate and is varied genetically, resulting in the dif-
ferent isoforms: P/Q, L, N and R types [17]. L and N 
types are present at the neuromuscular junction; 
however, their function in health is not known. In 
mice, L-type channels have been shown to be impor-
tant during reinnervation [18]. Removal of presyn-
aptic N-type channels in Drosophila reduces synaptic 
growth, possibly because of a reduction in down-
stream calcium-dependent growth factors [19].

Knockout mice, where the gene expressing the P/
Q channels has been removed, depend on R- and N-
type calcium channels for neuromuscular transmis-
sion [20–22]. Lambert–Eaton myasthenic syndrome 
is caused by autoantibodies directed at the P/Q-type 
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Figure 24.4 Acetylcholine release by vesicular exocytosis. 
The combination of a motor axon action potential and 
calcium infl ux activates a chain of events, mediated by 
intracellular proteins, and resulting in the quantal release 
of acetylcholine. PK = protein kinase. (Reproduced with 
permission of Lippincott Williams and Wilkins, Inc. from 

Naguib M, Flood P, McArdle JJ and Brenner HR in 
Anesthesiology 2002; 96: 20–31.) ACh, acetylcholine; 
AChE, acetylcholinesterase; ATP, adenosine triphosphate; 
CoA, coenzyme A; CAT, choline acetyl transferase; PK, 
protein kinase; SNAP, synaptosome associated membrane 
protein; VAMP, vesicle associated membrane protein.
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calcium channel [23]; in clinical practice, this is often 
a paraneoplastic syndrome. These patients may be 
vulnerable to postoperative weakness, or have in-
creased sensitivity to neuromuscular blocking drugs 
when (L type) calcium channel antagonists are used 
(e.g. verapamil, diltiazem and nicardipine) [24,25].

Reserve pool mobilization
Infl ux of calcium into the nerve terminal triggers the 
phosphorylation of synapsin I at three different sites, 
by three separate processes: cyclic adenosine mono-
phosphate (cAMP) dependent protein kinase and 
calcium-calmodulin dependent protein kinase I and 
II. Calmodulin is found closely associated with the 
synaptic vesicle membrane. The phosphorylation of 
synapsin frees it from the cytoskeleton, allowing it to 
move to the active site, to which the reserve pool ves-
icles are linked by fodrin.

Docking and priming
Integral vesicle membrane proteins control docking 
of the synaptic vesicle into the active zone: these are 
the synaptotagmins, synaptophysin and synapto-
brevin (also named vesicle associated membrane 
protein, VAMP; Fig. 24.4). Synaptotagmin I is 
thought to both locate the vesicle within the active 
zone, and to bind calcium.

The process of binding the synaptic vesicle to the 
junctional membrane, and its subsequent exocyto-
sis, is not fully understood. A proposed mechanism 
attributes this function to the SNARE complex; other 
protein complexes may be involved. The SNARE 
complex comprises three proteins: two plasma mem-
brane proteins, SNAP 25 (synaptosome associated 
membrane protein of 25 kDa), and syntaxin I; and 
the vesicle membrane protein, synaptobrevin.

Priming describes the process by which a docked 
vesicle becomes readily releasable; this is mediated 
by Rabs, which are guanine nucleotide-binding 
proteins.

Fusion
Any number of interactions involving calcium, and 
vesicle and nerve terminal membrane proteins may 
be important. Synaptotagmin may be the calcium re-
ceptor promoting fusion and Rab3 may oppose this 
action, thereby regulating the number of synaptic 

vesicles that are exocytosed. Fusion of the synaptic 
vesicle membrane with the axon terminal mem-
brane requires ATP and is magnesium dependent. 
How the repulsive electrical and hydrostatic forces 
that must exist between these two membranes are 
overcome is not known. However, it would appear 
that the two membranes become temporarily fused.

Each synaptic vesicle contains a quantum of ACh 
molecules. In all species investigated, including hu-
mans, spontaneous fusion of single synaptic vesicles 
occurs randomly, perhaps at a rate of one per second. 
This process is calcium dependent, and occurs more 
frequently at higher concentrations of intracellular 
calcium. It even continues after denervation, when 
the terminal Schwann cell becomes the source of 
ACh. The release of a single quantum of ACh results 
in a miniature endplate potential (mepp), of ampli-
tude 0.5–1 mV, which is insuffi cient to generate an 
action potential in the muscle fi bre membrane. The 
role of the mepp is not known.

The number of quanta required to generate an 
endplate potential is quoted as 20–300 per single 
nerve stimulus. This represents less than 0.2% of the 
total amount of ACh present at the nerve terminal, 
yet greatly exceeds what is required to cause ade-
quate depolarization of the postsynaptic membrane; 
enough ACh is released following a nerve stimulus 
to create an endplate potential of peak amplitude 
+20 to +30 mV  —  suffi cient to propagate a muscle ac-
tion potential.

Non-quantal release of ACh also occurs, acc ounting 
for more than 99% of spontaneous ACh release, by 
continuous calcium-independent leakage. This pro-
duces an ACh concentration of 800 nmol/L in the 
synaptic cleft, the function of which is not known.

Endocytosis
The synaptic vesicle membrane, including its attend-
ant specifi c proteins, is recovered into the nerve ter-
minal. As with exocytosis, this is protein mediated. A 
number of hypotheses have been proposed but the 
exact process remains obscure.

Co-transmitters and other receptors

Torpedo synaptic vesicles have been shown to release 
substances other than ACh. Those identifi ed include 
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calcium, which may represent the excess entering 
the synaptic vesicle during exocytosis, proteins, a 
proteoglycan and ATP. ATP potentiates the effects of 
ACh at the nicotinic receptor and ATP receptors 
occur in skeletal muscle. ATP is broken down into 
adenosine, which may be inhibitory on calcium 
channels, an A1 receptor effect. In contrast, an A2 
receptor effect of adenosine may be excitatory, 
increasing ACh production. The actual role of co-
transmitters at the neuromuscular junction in hu-
mans remains to be elucidated [26].

Presynaptic nerve terminals contain a number 
of receptors, including opioid and adrenergic re-
ceptors; their function is not understood. Acetylcho-
line receptors have been demonstrated, of both 
nicotinic [27,28] and muscarinic [29] types, in ani-
mal models, in the presynaptic nerve terminal. 
Prejunctional nicotinic receptors differ structurally 
from the postjunctional receptor, in that the α7 
isoform of the α subunit is present. The postjunc-
tional α subunit is designated α1; muscle has the ge-
netic code for only the α1 (and β1) subtype, in contrast 
to neural tissue, which has code for a number of α 
and β subtypes. The presence of the α7 subunit alters 
the pharmacology of the nAChR; for example, α-
bungarotoxin binds reversibly at the prejunctional 
receptor and irreversibly at the postjunctional 
receptor.

Activation of the prejunctional nAChR facilitates 
neuromuscular transmission  —  positive feedback. 
In contrast, activation of the prejunctional mus-
carinic AChR inhibits further acetylcholine re-
lease  —  negative feedback [30].

Acetylcholinesterase

Each acetylcholine molecule exists only for enough 
time to bind to a single acetylcholine receptor 
(nAChR); half of the acetylcholine released is hy-
drolysed before even reaching the postjunctional 
membrane by asymmetrical forms of the enzyme 
acetylcholinesterase (AChE), which are heavily 
concentrated in the basement membrane of the syn-
aptic cleft. Globular forms of AChE also occur pre- 
and postsynaptically in the plasma membranes and, 
in a less hydrophobic form, in the axoplasm. Func-
tionally, the different forms of the enzyme are very 

similar; the structural differences determine their 
different locations. AChE production may be con-
trolled, in part, by the release of calcitonin gene-re-
lated peptide from the motor neurone [31].

Every molecule of AChE has, potentially, six ac-
tive sites, where acetylcholine may be bound and hy-
drolysed. The number of available sites, in total, 
seems to be quite similar to the number of nAChR. 
The amount of AChE present seems related to mus-
cle activity, being greatest in fast muscle and much 
diminished in denervated muscle.

Each active site of the enzyme has two domains: a 
negatively charged anionic site, which binds the sub-
strate at its positively charged head, the N(CH3)3

+ 
group; and an esteratic site, at which hydrolysis oc-
curs. The fi rst step in hydrolysis is the cleaving of the 
choline molecule, much of which is recycled in the 
nerve terminal. The acetylated esteratic site is then 
further hydrolysed, by water, to release acetate and 
regenerate the enzyme.

Acetylcholinesterase inhibitors
Neostigmine and pyridostigmine are oxydiaphoretic 
inhibitors; a carbamate group is transferred to the 
enzyme, forming a covalent bond, which is only 
slowly hydrolysed, resulting in inactive enzyme. 
Edrophonium is a prosthetic inhibitor; a hydrogen 
bond forms at the esteratic site, resulting in competi-
tive inhibition of the enzyme.

The postjunctional receptor

Dale described nicotinic and muscarinic acetylcho-
line receptors as long ago as 1914. The availability of 
the large nAChR of the electric eels and rays has 
enabled this receptor to be very well characterized. 
Recent rapid advances in molecular biology, molec-
ular genetics and molecular imaging, with resolu-
tions greater than 1 nm now possible, have enabled 
the direct observation of individual ion channels. 
This may refi ne or even challenge our understanding 
of the nAChR.

Postjunctional receptors are of the nicotinic type, 
and are heavily concentrated on the crests of the 
postjunctional folds, being in excess of 10 000 µm−2. 
They are synthesized in the muscle cell and inserted 
into the cell membrane by an ATP-dependent 
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process. The nAChR seems to be preserved by nerve 
activity; away from the neuromuscular junction, 
these receptors are evanescent and scarce.

The receptor is a pentamer of approximately 
250 kDa, made up of fi ve protein subunits, each of 
200–300 amino acids, which surround a central ion 
channel. Each of the subunit proteins has four trans-
membrane spans; these anchor the receptor in the 
lipid bilayer. One face of the M2 span of each subunit 
lines the inner aspect of the ion channel (Fig. 24.5). 
The channel is closed, and impermeable to ions, 
under resting conditions. The nAChR lumen is fun-
nel-shaped, with the receptor sites lying inside the 
outer cone-shaped part. They are estimated to be sep-
arated by a minimum of 2–3 nm and a maximum of 
5 nm (Fig. 24.6) and have two subsites: an anionic site 
to attach the positively charged methonium head of 
acetylcholine, and a hydrogen binding site [32–36].

There are two α subunits and one each of β, δ and 
ε. Each subunit has a positive and a negative face; the 
positive face of one subunit lies alongside the nega-
tive face of the next. They are arranged clockwise, 
viewed from the synaptic side: αεαδβ (Fig. 24.5). The 
ligand binding domains for acetylcholine occur at 
the αε and αδ junctions, rather than purely on the α 
subunits as previously described. Two acetylcholine 
molecules must bind to open the channel (while a 
competitive antagonist need occupy only one). 
Binding of two acetylcholine molecules results in a 
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Figure 24.5 Subunit conformation of the nicotinic 
acetylcholine receptor. The N termini of two adjacent 
subunits form the acetylcholine binding site. (Reproduced 
with permission of Lippincott Williams and Wilkins, Inc. 
from Naguib M, Flood P, McArdle JJ and Brenner HR in 
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change in the structural conformation of the subu-
nits, thus opening the channel, the minimum diam-
eter of which is ≤0.7 nm. This is adequate to allow 
free passage of ions; sodium and calcium enter the 
cell and potassium exits. The channel is open for 
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approximately 1 ms, during which time 104 ions 
might fl ow, the majority of which are sodium and 
potassium, by virtue of their steep concentration 
gradients. The simultaneous opening of up to 500 000 
channels ensures that the muscle fi bre membrane is 
suffi ciently depolarized to generate a muscle action 
potential.

The mammalian ε subunit replaces the γ subunit 
found in the electric fi sh. However, in mammals, in-
cluding humans, the γ subunit is present in the fetus, 
and appears to be completely replaced, within a few 
weeks of birth, by ε. The purpose of this change is not 
known, but mutations of the ε subunit in humans re-
sults in a congenital form of myasthenia gravis; in 
knockout mice, its absence is lethal.

Endplate response

The resting membrane potential of the muscle cell is 
−70 to −90 mV. The endplate and surrounding peri-
junctional zone are rich in sodium channels. In con-
trast to the nAChR, these consist of only one type of 
protein subunit and have rather limited conductance 
for other ions; they are voltage-gated and open in re-
sponse to the partial depolarization resulting from 
the opening of the nAChR ion channels. Opening of 
increasing numbers of sodium channels completes 
the depolarization of the membrane, resulting in the 
propagation of an action potential along the muscle 
fi bre.

Any acetylcholine in the junctional cleft is hydro-
lysed before the end of the muscle refractory period. 
Rectifi cation of the endplate membrane is a result of 
increased permeability to potassium, occurring later 
than the increase in permeability to sodium, suggest-
ing the involvement of a different channel.

Development

Migration of the motor axon to an individual muscle 
fi bre is not a random process, but specifi cally directed 
from the central nervous system in a stepwise 
manner by local chemotactic factors [37,38]. This 
miracle of human physiology is not well 
understood.

Muscle fi bre cells are multinucleated, with each 
nucleus containing a full set of genetic information 

to produce both types of nicotinic acetylcholine re-
ceptors. In the embryonic myotube, ‘fetal’ type 
nAChR are expressed, containing the γ subunit, in-
stead of ε. As the leading edge of an approaching 
axon reaches the myotube, acetylcholine is released, 
and this is suffi cient to open the ion channel of the 
fetal receptors; a myotube action potential is gener-
ated. This electrical activity at the natent synapse 
causes the subsynaptic muscle cell nuclei to express 
the ‘adult’ type nAChR, α2βεδ. Electrical activity also 
promotes survival of the synaptic nAChR  —  their 
half-lives are approximately 10 days, compared with 
less than 1 day away from the postjunctional area. 
Calcium infl ux through L-type calcium channels 
may also be important for receptor survival. Initially, 
a myotube is innervated by several axons. A process 
of synaptic elimination results in the mononeuronal 
unifocal innervation of the adult neuromuscular 
junction. Synaptic maturation is a gradual process, 
occurring over the fi rst 2 years of life in humans. 
Why one synapse is selected over the others is not 
fully understood.

Several proteins are also important in the forma-
tion of neuromuscular synapses; knowledge in this 
area is rapidly expanding. Agrin and neuregulin are 
signalling proteins released by the nerve; both bind 
to the basal lamina of the muscle fi bre. Agrin leads to 
nAChR clustering through an interaction with MuSK 
(muscle-specifi c kinase). Both are required to form a 
neuromuscular junction; if either is absent, neu-
romuscular junctions are not formed. Neuregulin 
may be important in activating gene expression in 
the subsynaptic nuclei, such that the elements of 
the specialized postjunctional membrane are con-
structed. Another protein, rapsyn, is also important 
in clustering of nAChR and assembling the cytoskel-
etal elements of the postjunctional receptor. If rap-
syn is absent, neuromuscular junctions will form, 
but without clustering [39–41].

Extrajunctional receptors 
and denervation

Acetylcholine receptors of the fetal immature type, 
containing the ε subunit, occur across the whole 
surface of the muscle membrane, being more com-
mon in the area of the tendon. They are greatly 
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outnumbered by the mature receptor type at the 
neuromuscular junction. In normal innervated mus-
cle, their density on the muscle fi bre surface is less 
than 10 µm−2, compared with the mature receptor 
density at the motor endplate of greater than 
10 000 µm−2. They are evanescent, surviving only 
20 hours on average. Their physiology differs from 
that of the postjunctional receptor: their opening 
time is longer, by as much as 10 times, and their ion 
conductance is less.

While these extrajunctional receptors are present 
in innervated muscle, their production is suppressed. 
Following denervation, they rapidly proliferate 
across the whole of the muscle fi bre membrane; a 
density of approximately 1000 µm−2 may be achieved. 
This is similar to the density in fetal muscle, but the 
denervated state is not strictly equivalent to the fetal 
state, in that receptor density remains greatest at the 
postjunctional folds of the motor endplate, and 
adult-type receptors continue to be expressed here 
by the subsynaptic nuclei.

The pharmacodynamic response of the extrajunc-
tional receptor is also different, in that it is more 
sensitive to agonists, including acetylcholine and 
suxamethonium. Large numbers of receptor ion 
channels are opened simultaneously, and direct acti-
vation of muscle contraction occurs, transmitted 
through the T-tubule system from the receptor, 
without the need for a muscle action potential. The 
result is an initial contraction, followed by a pro-
longed contracture. Sudden opening of vast num-
bers of ion channels results in a massive effl ux of 
potassium and hyperkalaemia. This effect may occur 
within 24 hours of denervation, and lead to cardiac 
arrest.

Fetal-type receptors in denervated muscle are re-
sistant to non-depolarizing muscle relaxants. Clini-
cally, this effect is most marked with the long-acting 
agents, such as pancuronium and tubocurarine. In 
the hemiplegic patient, the non-paresed side may 
also have reduced sensitivity to neuromuscular 
blocking drugs. The effect on the muscles of the air-
way and diaphragm in these patients is not known. 
However, apparent recovery from neuromuscular 
blockade, monitored in a denervated muscle, may 
mask residual curarization in normally innervated 
muscle, causing respiratory compromise in the post-
operative patient [42–44].

Age and the 
neuromuscular junction

The nervous system degenerates with age, resulting 
in decreased muscle mass, less generation of force 
during contraction, reduced force control and slower 
fi ne movements. These changes are more marked 
from the seventh decade [45–47].

Lower motor neurone numbers in the anterior 
horn decrease; this change has been shown to be 
uniform in humans through the segments L1–S3 
[48]. The number and diameter of large myelinated 
axons both decrease, while smaller motor fi bres ap-
pear relatively preserved. The myelin sheath degen-
erates and conduction velocity in myelinated nerves 
is reduced. At the neuromuscular junction, the ter-
minal axons branch more and the endplate elongates 
and is more folded. The amount of synaptic vesicles, 
acetylcholine and nicotinic receptors also change, 
the direction of change depending on the animal 
model studied. It is likely that the safety margin of 
neuromuscular transmission is maintained, and that 
the changes at the neuromuscular junction might be 
compensatory for the surrounding degeneration.

Muscle fi bres atrophy and are replaced by connec-
tive tissue and fat; the proportion of body weight that 
is fat increases with age. The size of the type 2 (fast 
twitch) fi bres is reduced and, overall, there is a re-
duction in muscle fi bre numbers. Some workers 
have proposed selective loss of type 2 fi bres, but this 
is controversial. Fibre types group together, refl ect-
ing a constant cycle of denervation and reinnerva-
tion; relatively, there is more denervation, and this 
causes muscle degeneration.

There is very little evidence for altered sensitivity 
of the aged neuromuscular junction to neuromuscu-
lar blocking drugs. Any clinical effects are a result of 
altered pharmacokinetics; in particular, decreased 
renal and hepatic function [49]. The diaphragm is af-
fected by age-related degeneration, and the work of 
breathing may be increased.

Critical illness and the 
neuromuscular junction

Sir William Osler [50] is widely cited as being the fi rst 
to describe a myopathy associated with sepsis in 
1892. Other workers have subsequently described 
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the association of a myopathy or neuropathy with a 
range of severe illnesses (e.g. burns and coma [51]). 
However, it was not until 1983 that the syndrome of 
critical illness polyneuropathy became recognized as 
a discrete entity [52]. To suggest that there exists a 
unifi ed syndrome of features, caused by a single 
pathophysiological process is false: both may vary 
considerably.

The signifi cant clinical feature is failure to wean 
from mechanical ventilation; other clinical fi ndings 
include distal greater than proximal weakness and 
depressed or absent tendon refl exes, with relative 
sparing of the cranial nerves. The absence of the lat-
ter does not preclude critical illness polyneuropathy 
as the cause of failure to wean; nerve conduction 
studies or electromyography are more reliable indi-
cators. The common fi nding is of reduced compound 
action potential amplitude, with a normal conduc-
tion velocity (i.e. there is no demyelination) [53,54]. 
The exact criteria for diagnosis have not been 
agreed.

Three types of polyneuropathy are described: a 
sensory axonal neuropathy (least common), a motor 
axonal neuropathy, and a mixed motor and sensory 
axonal neuropathy (most common) [55]. The motor 
neuropathy seems to primarily affect the distal part 
of the motor axon. This has been demonstrated by 
single fi bre electromogram (EMG) [56]; that recov-
ery is frequently rapid suggests that only a short 
length of the axon is affected. There is evidence of 
denervation; fi brillation potentials and positive 
sharp waves are seen. The precise location of the le-
sion is not known, but the neuromuscular junction 
and/or motor endplate may be involved.

Critically ill patients may have an acute myopathy; 
the incidence of this may be greater than that of 
polyneuropathy [57]. Here, the muscle membrane 
has been shown to be inexcitable [58], and this has 
been proposed to discriminate myopathy from neu-
ropathy, in which the denervated muscle membrane 
is excitable by direct stimulation. In clinical practice, 
it is likely that a neuropathy and myopathy frequent-
ly coexist, and that electrophysiological studies are 
affected by the presence of tissue oedema, which 
could make nerve action potentials appear spuri-
ously low, and by the use of muscle relaxants. A con-
sensus in the nomenclature and diagnosis of 
weakness in the intensive care patient is overdue.

The pathophysiology is not understood. Bolton 
[59] has suggested a number of possible mechanisms 
including distal axonal or neuromuscular junction 
hypoxia resulting from tissue oedema; a direct toxic 
effect of the cytokines released in sepsis on the nerve 
or muscle; and the neurotoxic effects of certain drugs, 
such as the aminoglycosides.

The major overriding risk factor for critical illness 
polyneuropathy is the systemic infl ammatory resp-
onse syndrome (SIRS). Indeed, the polyneuropathy 
might be considered as part of the multiorgan dys-
function syndrome (MODS) seen in this group of pa-
tients. Aminoglycosides, use of parenteral nutrition, 
poor glycaemic control, use of vasopressers for >72 h 
and low Glasgow Coma Score are independent risk 
factors. The evidence for the non-depolarizing mus-
cle relaxants as an independent risk is, perhaps sur-
prisingly, not conclusive, except in the case of thick 
fi lament myopathy; this syndrome affects asthmat-
ics treated concurrently with neuromuscular block-
ing drugs and large doses of corticosteroids [60].
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CHAPTER 25

Magnetic resonance imaging
Fiona J. Gilbert and Thomas W. Redpath

Introduction

Nuclear magnetic resonance (NMR) was discovered 
in the late 1940s, the discovery arising from the in-
terest of physicists in fundamental properties of the 
atomic nucleus. In the 1950s and 1960s, NMR be-
came a powerful tool in chemical research, as the 
NMR signal revealed much about the atomic and 
molecular environment surrounding the nucleus. 
The use of NMR to form images was proposed in 
1973, by Paul Lauterbur, a physicist working in the 
USA. Following early pioneering work in the UK 
from the mid 1970s to the early 1980s, magnetic res-
onance imaging (MRI) became a practical method of 
producing medical images. Since then it has become 
increasingly used in hospital radiology departments 
worldwide [1].

Nuclear magnetism and spin

Atoms consist of a tiny, positively charged nucleus 
surrounded by a relatively large cloud of negatively 
charged electrons circulating around it. Some 
nuclei can be thought of as spinning around their 
axis. However, not all nuclei have this property. A 
spinning nucleus generates a magnetic fi eld in the 
same way that a current circulating round a loop will 
generate a magnetic fi eld. The magnetic fi eld it gen-
erates is similar to that produced by a tiny bar 
magnet.

Normally, nuclear magnets, which we now refer 
to as nuclear ‘spins’, do not have any preferred direc-
tion of alignment. However, if they are placed in a 
strong magnetic fi eld, B0, they will tend to align with 
it, in much the same way as a set of compass needles 
will align with the Earth’s magnetic fi eld. If a sample 
of water were to be placed in a strong magnetic fi eld, 

the hydrogen nuclei in the water molecules (H2O) 
would be very slightly magnetized as a result of this 
effect. Similarly, if the human body is placed in a 
powerful magnetic fi eld, the aqueous hydrogen nu-
clei in the soft tissue is also magnetized, and this is 
what makes MRI possible.

Magnetic resonance images are normally formed 
from hydrogen nuclei (1H) as they are so abundant 
in the body, because the body is approximately 
75% water. Body fat contains lipids and therefore 
hydrogen atoms and hydrogen nuclei, so that body 
fat is also visible on MR images. Other nuclei that 
have a nuclear spin and that could be used for MRI 
are far less abundant (e.g. sodium [23Na] and phos-
phorus [31P]), so that the effect is too small to be 
useful, thus making MRI a much more diffi cult 
proposition.

Nuclear precession and the 
Larmor frequency
The gyroscope or spinning top is a good analogy to 
the behaviour of nuclear magnetization (Fig. 25.1). 
If the top is perturbed from its initial alignment with 
the Earth’s gravitational fi eld, then it precesses 
around a vertical axis through its point of contact 
with the table. The precession in revolutions per sec-
ond is much slower than the spin of the top around 
its own axis. Similarly, if nuclear spins are perturbed 
from their alignment with the magnetic fi eld (B0), 
they precess around it. The direction of the magnetic 
fi eld is called the z-axis. In NMR, the precession fre-
quency f0 is often referred to as the Larmor frequ-
ency. It is directly proportional to fi eld strength. 
Hydrogen nuclei are protons and precess at 42.6 MHz 
in a magnetic fi eld of strength 1 tesla, at 63.9 MHz at 
1.5 tesla, and so on. Other nuclei have very different 
values for f0 at a given fi eld strength. For instance 
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pushed away from their alignment with the magnet-
ic fi eld by short pulses of radio waves. The frequency 
must match the Larmor precession frequency pre-
cisely. The radiofrequency (RF) pulse is applied by a 
coil surrounding the patient’s body or head, with 
power supplied by an RF power amplifi er. An RF 
pulse that rotates the nuclear spins through 90° 
from their initial position along z is called a 90° pulse. 
Although most of the energy of the RF pulse is ab-
sorbed by the patient as heat, a tiny fraction of the 
energy is absorbed by the nuclear spins.

Relaxation in nuclear magnetic resonance
If the nuclear spins are rotated away from their natu-
ral alignment with the magnetic fi eld B0 by applying 
an RF pulse, they will begin to realign with z as soon 
as the RF pulse is switched off (Fig. 25.2). The nuclear 
spins do this by giving out the energy they have ab-
sorbed from the RF pulse. The realignment follows 
an exponential recovery with a time constant T1, the 
‘longitudinal relaxation’ time. The longer T1, the 
longer it takes for the nuclear spins to realign along z. 
For historical reasons T1 is sometimes called the spin-
lattice relaxation time.

During a 90° RF pulse, nuclear spins are rotated 
into the ‘transverse’ plane, at right angles to the mag-
netic fi eld. As outlined above, they precess around 
the z-axis at the Larmor frequency. Initially, they all 

Spinning top

Nuclear spin

B0

(a)

(b)

Figure 25.1 The physics of a spinning top. (a) Precessing 
around the vertical Earth’s gravitational fi eld is a good 
analogy to the Larmor precession of a nuclear spin around 
an applied magnetic fi eld B0 (b).

M0

M0

z
z

zz

xx

xx

(a)

90°

(b)

(d)
(c)

Figure 25.2 Following a 90˚ pulse, 
magnetization initially along the z-axis 
precesses in the transverse plane. As 
time progresses the nuclear spins 
dephase, so that their magnetism fans 
out into a cone. At the same time the 
nuclear spins progressively recover 
their alignment with the main 
magnetic fi eld B0, so that the cone folds 
upwards as shown. The dephasing 
effect occurs with a time constant T2, 
while the recovery toward alignment 
with B0 occurs with a time constant T1.

phosphorus nuclei (31P) have a Larmor frequency of 
17.2 MHz in a fi eld of 1 tesla.

Whereas the spinning top can be pushed from the 
vertical by a tap of the fi nger, nuclear spins have to be 
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precess in phase with each other, but in time they 
begin to lose synchronicity (Fig. 25.2). This happens 
because the spins are in very slightly different molec-
ular and atomic environments owing to Brownian 
motion of atoms and molecules in cells and intersti-
tial spaces between cells. The magnetic effects of 
these neighbouring atoms change the local strength 
of the magnetic fi eld very slightly and hence also 
change the Larmor precession frequencies of the nu-
clear spins. As the spins spread out in the transverse 
plane, the effective sum of these magnetic vectors is 
reduced exponentially as time goes on. The time 
constant of this process is T2, or the transverse relax-
ation time. For historical reasons, it is sometimes 
called the spin–spin relaxation time. In pure water, 
T2 equals the longitudinal relaxation time T1. Note 
that T2 is always less than or equal to T1, because no 
transverse magnetization remains when the mag-
netization has realigned with the magnetic fi eld.

NMR signal
A coil of wire surrounding the patient is used to apply 
a 90° RF pulse. This coil can also be used to pick up 
the tiny NMR signal (see below). Initially, the nu-
clear spins are aligned along z, the direction of the 
magnetic fi eld. After the RF pulse, the nuclear spins 
precess rapidly in the transverse plane. The magnetic 
fi eld associated with the nuclei is now rapidly rotat-
ing, and this induces a voltage in the coil. The voltage 
(the NMR signal) induced in the coil alternates at the 
same frequency as the precession frequency, so that 
the coil picks up an RF signal at the Larmor frequen-
cy. The size of the NMR signal declines exponentially 
with time constant T2 as the nuclear spins diphase, as 
described above.

Principles of magnetic 
resonance imaging

Using magnetic fi eld gradients to 
form images
The basis of MRI is that the Larmor precession fre-
quency is used to mark the position of an object with-
in the scanned volume. The precession frequency f0, 
and hence the frequency of the NMR signal, is dir-
ectly proportional to the strength of the static mag-
netic fi eld B0. A magnetic fi eld gradient coil can 

modify the strength of the magnetic fi eld, denoted by 
B0, and hence the Larmor frequency, depending on 
position (x) within the scanner. A graph of the modi-
fi ed static fi eld strength B0 versus x would look like 
Figure 25.3, when a steady electrical current is driv-
en through the x gradient coil. The size of the gradi-
ent Gx is directly proportional to the current fl owing 
through the gradient coil, and its direction can be re-
versed by reversing the direction of current fl ow.

The process of image formation is not straightfor-
ward. There are three dimensions to be determined, 
and yet only one dimension can be encoded at any 
one time. MRI scanners are fi tted with three separate 
magnetic fi eld gradient coils, which can be independ-
ently controlled, one each for the x, y and z direc-
tions. The imaging process therefore encodes each 
direction sequentially, with the x, y and z gradients 
switched on and off in turn. The details are too com-
plex to be described in this short chapter (see Further 
Reading at the end of the chapter for details).

Tissue contrast in MRI
If MRI were only capable of producing images of 
water or proton density, it would be of little value as 
a clinical imaging tool, as most soft tissues have simi-
lar water content, which is little changed by disease. 
In MRI, however, the infl uence of T1 and T2 relaxa-
tion times can greatly modify NMR signal strength, 
and therefore the intensity of different tissues in the 
displayed image. Not only are relaxation times mark-
edly different between various tissues, but disease 

B0(x)

x

B0(0)

Figure 25.3 The magnitude of the magnetic fi eld B0 varies 
linearly with position x in the presence of a magnetic fi eld 
gradient Gx, which determines the steepness of the slope.
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can also alter them. Table 25.1 gives examples of nor-
mal T1 and T2 values for some soft tissues. Note that 
T1 tends to increase with magnetic fi eld strength.

T1 is approximately 3 s for protons in pure water, 
or for tissues with a very high water content, such as 
cerebrospinal fl uid (CSF). Water protons which are 
bound into soft tissues have a much shorter T1 value. 
Table 25.1 gives typical in vivo T1 values of various 
tissues at 0.5, 1.0 and 1.5 tesla [2,3]. Body fl uids tend 
to have the longest T1 relaxation times, this being a 
consequence of the relatively weak magnetic inter-
action of their 1H nuclei with neighbouring atoms 
and nuclei. Similar arguments apply to transverse re-
laxation, so that fl uids also have long T2 values. Al-
though it is possible to measure the T1 and T2 values 
of tissue in vivo, and present the results as maps with 
T1 or T2 values in milliseconds, this is seldom carried 
out. Instead, the differences in T1 and T2 values be-
tween tissues are used to give contrast in T1- and T2-
weighted images, as outlined below.

A large number of signals are needed to form an 
image. Thus, a number of RF pulses have to be ap-
plied to the tissue being imaged, as usually only one 
signal is produced for each 90° RF pulse. The time be-
tween each 90° RF pulse is called the ‘time for repeti-
tion’ (TR). We can choose TR to be long or short, 
compared with the tissue T1 value. A T1-weighted 
image is formed by imaging relatively rapidly, with a 

TR value that is of the same order as, or shorter than 
the T1 values of the tissues being imaged. Tissues 
with long T1 values tend therefore to give a low sig-
nal, as the nuclear spins tend not to recover their 
alignment along the magnetic fi eld between the suc-
cessive RF pulses. Therefore, there is less nuclear 
magnetism to be rotated into the transverse plane by 
the RF pulse and a weak signal results.

The TE value of a sequence is the time delay be-
tween the 90° RF pulse, which rotates the nuclear 
spins into the transverse plane, and the time at which 
signal is measured. In a T1-weighted image, the in-
fl uence of transverse relaxation has to be removed. 
For T1-weighted images TE is therefore chosen to be 
short, so that only a small degree of transverse relax-
ation can occur before the signal is measured. In 
other words, TE must be much shorter than the tis-
sue T2 values. Thus, in a T1-weighted MR image, sig-
nal intensity depends primarily on tissue T1, and of 
course on proton density. Typical TR values for T1-
weighted images are approximately 500 ms, and 
have TE values of approximately 10–20 ms. In T1-
weighted images, fl uids tend to appear dark, owing 
to their long T1 values.

For T2-weighted imaging, it is necessary to remove 
the infl uence of T1. This is done by extending TR 
such that most tissues have enough time for the nu-
clear spins to realign with the magnetic fi eld before 
the next 90° RF pulse is applied. A typical choice of 
TR is approximately 2500 ms. Having reduced the 
T1-weighting by extending TR, T2-weighting is in-
troduced by extending TE, typically to approximate-
ly 100 ms. This allows time for the effect of differences 
in transverse relaxation times T2 to come into play 
before the signal is measured. In a T2-weighted 
image, tissues with a long T2, such as fl uids, will 
therefore appear to be bright areas of high signal.

Proton density weighted images are obtained with 
long TR (typically 2500 ms) and short TE (typically 
10–20 ms). From the arguments above, the TR and 
TE values are chosen to minimize the effects of T1 
and T2 relaxation effects. It is convenient to acquire 
them simultaneously with T2-weighted images. This 
is achieved by collecting two NMR signals after each 
90° RF pulse: one at a short TE for the proton-density 
image, the other at the longer TE needed for the 
T2-weighted image. This is called a ‘double-echo’ 

Table 25.1 Proton T1 relaxation times for some important 
tissues at 0.5, 1.0 and 1.5 T. T2 is also given and does not 
vary greatly with Larmor frequency.

 T1 (0.5 T) T1 (1.0 T) T1 (1.5 T) T2
Tissue (ms) (ms) (ms) (ms)

Grey brain – 1040 1140  100
 matter

White brain  450  660  720   90
 matter

Muscle  560 – 1160   35

CSF 4000 4000 4000 2000

Liver  360 –  720   60
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sequence. ‘Echo’ is a term often used for the NMR 
signal.

Gradient-echo and spin-echo 
pulse sequences
Before measuring the signal, a complicated sequence 
of RF pulses and magnetic fi eld gradients have to be 
gone through. This chapter is too short to go into this 
in any great detail. However, it is important to distin-
guish between two main types of sequence. The sim-
plest type of sequence uses only gradient pulses after 
the initial 90° RF pulse and is therefore called a ‘gra-
dient-echo’ sequence. More complicated sequences 
use a pair of 90° and 180° RF pulses, combined with 
magnetic fi eld gradients, before the echo signal is 
measured. This type of sequence is called a ‘spin-
echo’ sequence.

Spin-echo sequences have the important advan-
tage over gradient-echo sequences; they inherently 
compensate for the unwanted effects of imperfect 
magnet designs. A perfect magnet would produce a 
perfectly homogeneous magnetic fi eld, so that all 
nuclear spins would precess at exactly the same Lar-
mor frequency and any dephasing as they precess 
would be caused only by microscopic fl uctuations in 
the local magnetic fi elds near the nuclear spins, aris-
ing from the Brownian motion of atoms and mole-
cules. In reality, magnets are not perfect and magnetic 
fi eld strength can vary with position, albeit by tiny 
amounts. It is therefore necessary to compensate for 
the unwanted effect of an imperfect magnet by using 
a spin-echo sequence when using the relatively long 
TE needed for T2-weighted imaging. As a result, the 
observed T2 relaxation time with a gradient-echo se-
quence is less than that observed with a spin-echo se-
quence. The shorter T2 relaxation time seen in 
gradient-echo sequences is termed T2*. The T2* time 
can be reduced by the presence of venous blood, as 
deoxyhaemoglogin is paramagnetic, or by magnetic 
resonance contrast agents.

Suppressing the signal from fat
Fat usually has high signal intensity on T1- and T2-
weighted images unless steps are taken to suppress it. 
Bright fat can sometimes hinder image interpreta-
tion and can cause artefacts. Two main methods are 
used to suppress the fat signal: the short TI inversion 

recovery (STIR) sequence; or chemical shift satura-
tion. The methods are outlined below.

An inversion-recovery (IR) sequence uses a 180° 
RF pulse to rotate the nuclear spins from alignment 
along the magnetic fi eld so that they are ‘inverted’ to 
point in the opposite direction. This produces no sig-
nal because no magnetization is rotated into the 
transverse plane. At a time TI later, the ‘time from in-
version’, a 90° RF pulse tips the spins into the trans-
verse plane to generate an NMR signal. The nuclear 
spins then regain their alignment along their pre-
ferred direction parallel to the magnetic fi eld with a 
time constant T1. As they do this, their average mag-
netism is changing from negative (antiparallel to the 
magnetic fi eld) to positive (parallel to the magnetic 
fi eld), passing through zero at a time approximately 
equal to 70% of the relaxation time T1. It is impor-
tant to realize that as the nuclear spins realign with 
the applied magnetic fi eld, no NMR signal occurs 
during the interval TI, as there is no nuclear spin 
magnetism in the transverse plane.

The T1 of fat is shorter than most other tissues. 
Therefore, TI can be chosen so that the 90° RF pulse 
is applied just at that time when the nuclear spin 
magnetism of the hydrogen nuclei in fat has recov-
ered to its zero value, as shown in Figure 25.4. Fat 
will therefore be dark on the MR image as it will pro-
duce no NMR signal. This special case of IR sequence 
is called a STIR sequence.

+M

−M

TI

Fat

Soft tissue

Time

180° 90°Inversion

Figure 25.4 In a STIR sequence, TI is chosen such that the 
nuclear magnetism of fat is zero when the 90˚ RF pulse is 
applied. Therefore fat gives no signal and appears dark in a 
STIR image.
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The fat or lipid signal can also be suppressed using 
methods based on the very small difference in the 
Larmor frequency of lipid protons compared with 
water protons. The difference in resonant frequency 
f0 is termed a chemical shift, as it arises from the dif-
ferent molecular environment of the hydrogen pro-
tons. The effective magnetic fi eld ‘seen’ by water 
protons, and hence their Larmor frequency, differs 
very slightly from that seen by lipid protons. It is 
therefore possible to apply a 90° RF pulse tuned to 
the lipid molecules, but not the water molecules. 
This is possible because RF pulses only work if they 
are applied at precisely the correct frequency. This 
special 90° RF ‘chemical shift fat suppression’ pulse is 
performed shortly before each 90° RF pulse in an im-
aging sequence. Although an NMR signal is produced 
by the saturation pulse, it is not measured. The pur-
pose of this step is to leave no nuclear magnetism in 
the fatty tissue protons which can be used by the im-
aging pulse sequence that follows. The effect of the 
fat suppression pulse is to remove the signal from 
lipid protons in the image so that fat appears dark as 
an area of low signal.

Practical multislice imaging
MRI is a digital imaging modality. An image is broken 
up into a large number of small picture elements 
(pixels), each represented by a number. The num-
bers lie with a range (e.g. from 0 to 255). The compu-
ter displays the image by showing pixels with value 
zero as a black dot or square, and pixels with value 
255 as white. Each pixel corresponds to a particular 
tiny rectangular volume of tissue called a volume cell 
(voxel). A typical MR image consists of 256 × 256 
pixels and represents the signals obtained from a thin 
slice through the body, as does X-ray computed tom-
ography (CT). As originally proposed, MRI needed at 
least 256 separate signals to form a 256 × 256 pixel 
image  —  today there are a number of methods of 
speeding this up. However, from the arguments 
above, it is obvious that MR image acquisition can be 
time consuming. For instance, the time needed to ac-
quire a 256 × 256 T1-weighted image with a typical 
TR of 500 ms will be 256 times TR, or approximately 
2 minutes. The time needed for a T2-weighted image 
with a TR of 2000 ms will be 8 minutes. This would be 
unacceptable if this was the time to produce a single 

image, as it would take hours to complete an MRI 
head scan for example. Fortunately, the process can 
be made more effi cient by scanning many slices (up 
to 20 or 30) at once. This is possible because, having 
applied a 90° RF pulse to a particular slice and meas-
ured the NMR signal at a time TE later, there is a time 
(TR-TE) remaining before the process is repeated for 
that slice. TE is much shorter than the repetition time 
TR, so that instead of doing nothing having meas-
ured the signal, the scanner uses the time (TR-TE) to 
collect signals from other slices. Thus, although the 
imaging time is relatively long compared with an X-
ray procedure, effi ciency is improved by imaging 
many slices in that time.

Contrast agents in MRI
Initially, it was thought that intravenous contrast 
agents would not be needed to improve the conspi-
cuity of lesions upon MRI, as the inherent soft tissue 
contrast is, in many cases, excellent. However, the 
value of gadolinium in highlighting brain tumours 
was fi rst demonstrated in 1984 [4], and since then 
the usage and applications of MRI contrast agents 
have greatly increased. The gadolinium (Gd) atom, 
when ionized, has a relatively strong magnetic effect 
arising from the confi guration of its atomic electrons. 
It therefore interacts with neighbouring hydrogen 
nuclei in tissue water, modifying their MRI signal 
strength. The effect arises because the T1 and T2 re-
laxation times of the tissue water are greatly short-
ened by the proximity of Gd ions. Because gadolinium 
is a toxic element, it must be incorporated into a non-
toxic molecule. The most common example of this is 
gadolinium diethylene triamine penta-acetic acid 
(Gd-DTPA). Following intravenous injection, it dis-
tributes throughout the blood plasma space, and dif-
fuses into the extravascular space, excluding the 
brain, because it does not cross the intact blood–brain 
barrier. Thus, in brain tumours, it crosses into the ex-
travascular space, shortening the T1 value of water 
molecules in this space, so that the tumour exhibits a 
substantially increased signal intensity on a T1-
weighted image. Gd-DTPA is rapidly cleared from 
the body by glomerular fi ltration in the kidneys.

Other types of MRI contrast agent use tiny parti-
cles of magnetized iron. An example of this is the 
use of superparamagnetic iron oxide nanoparticles 
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(SPIO) to highlight liver tumours. Following intra-
venous injection, these particles are taken up by the 
phagocytic action of Kupffer cells in the liver. This 
greatly reduces the T2 relaxation time of healthy 
liver tissue. However, in tumours, where there is a 
reduced Kupffer cell density, this effect is much less 
marked. Therefore, on a T2-weighted spin-echo 
image taken at an appropriate delay after an injec-
tion of SPIO particles, the tumour will appear bright 
against a dark background of normally functioning 
liver tissue.

Advances in MRI technology 
and applications

MRI has advanced rapidly since the fi rst practical 
whole-body MR imager was used to image a patient 
in Aberdeen in August 1980 [5]. The fi eld strength of 
that scanner was 400 G (0.04 tesla) and it used a 
water-cooled four-coil electromagnet. Since then, 
superconducting magnets have become the most 
commonly used magnet type, and a fi eld strength of 
30 000 G (3.0 tesla) is the new benchmark for MR 
brain imaging.

Hardware
The major hardware systems in MRI scanners are the 
magnet, the RF transmitter and receiver, the gradi-
ent coils and amplifi ers and the computing system.

Magnet designs have advanced, in that very high 
fi eld strengths are now possible, which use super-
conducting technology, with excellent magnetic 
fi eld homogeneity. Previously, such magnets would 
have made a large area dangerous for public access, 
by virtue of their large ‘stray’ fi eld. Modern self-
shielded designs minimize the spill-over of the fi eld 
into surrounding rooms, greatly reducing the prob-
lems related to scanner installation. Superconduct-
ing magnets have completely replaced the simple 
air-cored electromagnets used in the very early scan-
ners. Permanent magnets can also be used if low cap-
ital cost, and low maintenance and running costs are 
important. A compromise is the use of electromag-
nets with iron cores, which allows a lower power to 
be used to achieve a given fi eld strength. C-shaped 
iron-cored magnets are used in ‘open’ designs where 
the patient is not confi ned in a long narrow tube, as 

in most superconducting designs, thus reducing the 
possibility of claustrophobia.

Gradient coils now allow much larger gradient 
strengths to be achieved. Early whole-body scan-
ners, such as the Aberdeen 0.04 tesla design, used 
gradients of the order of 2 milliteslas per metre, 
which could be switched on or off in a time of a milli-
second or so. Modern designs, with their associated 
powerful amplifi ers, can achieve gradients of 50 milli-
teslas per metre, with a switching time of 0.25 ms. A 
major advance is that of the ‘self-shielded’ gradient 
coil, which confi nes the magnetic fi elds generated by 
the coil within the cylinder on which it is wound. 
This allows gradients to be switched off and on very 
rapidly without unwanted interactions with the sur-
rounding metal in the magnet.

Modern RF receiving coils or ‘phased arrays’ con-
sist of multiple elements, and are considerably more 
complex and sophisticated than the simple single el-
ement designs used in the early scanners. They pro-
vide considerably higher sensitivity (i.e. signal : noise 
ratio; SNR) than early designs and can also be used to 
speed up image acquisition by using the different 
spatial sensitivities of each element to reduce the 
number of spatial encoding steps needed to form 
images.

Modern computing systems offer faster image re-
construction, advanced image processing and displa y 
capabilities and, as a result of modern icon-driven 
software, are simple to use, despite the multiplicity of 
modern imaging methods.

Applications
High-speed gradient systems, novel image recon-
struction methods harnessed to multicoil phased 
array coils, and the high signal : noise ratio available 
from high fi eld magnets have revolutionized the 
possibilities of MR imaging. Modern fast and ultra-
fast gradient-echo and spin-echo imaging methods 
allow images to be collected in a few seconds or even 
faster if needed, albeit with reduced image SNR and 
spatial resolution. High-quality fast spin-echo imag-
ing allows T2-weighted images to be collected in 1–2 
minutes, where imaging times of 15 minutes were 
common in the early days of clinical MRI.

Functional brain MRI (fMRI) uses high-speed im-
aging to obtain images of the whole brain every 1 or 
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2 s, while visual, cognitive or other stimuli are pre-
sented during scanning. By using an MRI sequence 
sensitive to blood oxygenation, the response of dif-
ferent parts of the brain to the stimuli can be moni-
tored, so that different brain functions can be mapped 
in three dimensions. This is a major new tool in un-
derstanding brain function.

MR contrast agents allow brain, tumour and car-
diac perfusion to be mapped. Cardiac wall motion 
can be seen by synchronizing MR data acquisition to 
patients’ ECG signal. New types of MR contrast agent 
are allowing molecular processes to be imaged.

MR hardware and methodology and its applica-
tions continue to advance rapidly: MRI is not yet a 
mature technology.

MRI safety

Because of the strong magnetic fi eld, the scan room 
is a potentially hazardous environment. Patients 
with pacemakers, neurostimulators and metal for-
eign bodies, including many aneurysm clips, should 
not undergo MRI. Powerful magnets are usually 
shielded and so the magnetic fi eld outwith the scan 
room is usually less than 5 G. This does not have any 
harmful effects. However, all staff should be warned 
about taking metallic objects into the MR scan room. 
There is normally a controlled area surrounding the 
scanner where metal chairs and trolleys, oxygen cyl-
inders, etc., are required to be exchanged for ‘MR 
safe’ equipment. Horrifi c accidents have occurred as 
a result of unsuspecting staff taking ferromagnetic 
oxygen cylinders and even industrial cleaning equip-
ment into the magnet room, which act as projectiles 
[6]. Non-ferrous MR-compatible monitoring equip-
ment must be used in the MR room to avoid acci-
dents and are widely available. While it is possible to 
image patients who are intubated or under heavy se-
dation, visual inspection of the patient is diffi cult. A 
nominated consultant should be responsible for an-
aesthesia services in MR units. The Association of 
Anaesthetists has guidelines specifi c to MRI [7].

Although no adverse effects have been reported, 
current recommendations state that MR imaging in 
the fi rst trimester of pregnancy should be avoided 
[6]. During imaging, energy deposition occurs in the 
tissues, causing heating effects. This effect is not no-

ticeable but specifi c absorption rates can be calcu-
lated from the imaging sequences being undertaken, 
and machines are set so that these cannot be ex-
ceeded. Time-varying magnetic fi eld gradients can 
induce electric currents in the body that can result in 
peripheral nerve stimulation or cause the sensation 
of fl ashes of light, ‘the magnetic phosphenes’ that are 
the result of the retina being stimulated by the MR 
induced current [8].

Clinical applications

Neuroimaging
The fi rst clinical whole body MR examination was 
performed in Aberdeen in August 1980, where the 
technique was used to demonstrate liver metastases 
in a patient with oesophageal cancer [5]. However, 
imaging in the body was diffi cult because of move-
ment of organs from respiration, pulsation from the 
aorta and bowel peristalsis. Movement caused con-
siderable degradation of the images and so early clini-
cal applications were only used for the brain and 
spine. The excellent anatomical detail revealed good 
differentiation between grey and white matter and 
allowed identifi cation of brain structures, exceeding 
the quality attained by CT examination. The success 
in neuroimaging resulted in MR equipment being 
installed primarily for this purpose in the 1980s and 
1990s. In 2005, more than 50% of the MR workload 
was neuroimaging, with the majority of examina-
tions being undertaken to identify or exclude primary 
or more commonly secondary brain tumours; in ad-
dition, acoustic neuromas, demyelination, stroke, is-
chaemia, heterotopia or scarring as a cause of epilepsy. 
The lumbar spine is imaged next most frequently, to 
identify the causes of low back pain or sciatica, and 
the cervical spine to ascertain if any disc disease or fo-
raminal compression of nerve roots is present.

Brain imaging
Standard spin-echo sequences are used, which are 
usually sagittal T1-weighted, axial proton-density 
and T2-weighted double-echo, and coronal T1-
weighted. Fluid-attenuated inversion recovery 
(FLAIR) imaging is used if demyelination is suspect-
ed as this technique is extremely sensitive to fl uid, 
and recent plaques of demyelination are more 
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readily identifi ed using this sequence. FLAIR sup-
presses the signal from cerebrospinal fl uid in the 
ventricles in a similar manner to STIR suppressing 
the fat signal (see above) and makes the visualization 
of periventricular lesions more obvious [9]. Signs of 
multiple sclerosis (MS) are oval-shaped periven-
tricular fl ares horizontal to the lateral ventricles to-
gether with plaques of different ages in the deep 
white matter (Fig. 25.5a,b). MRI is not only much 
more sensitive than CT for identifying MS plaques, 
but it can also be used to quantify the number and lo-
cation of lesions. This non-invasive test means dis-
ease progression and novel treatment effects can be 
monitored. Characteristically, multiple punctuate 
white matter lesions usually less than 1 cm in size are 
seen. Lesions are typically central adjacent to the 
ventricular margins with their long axis parallel to 
the white matter fi bres in the corona radiate [9]. Cor-
pus callosum lesions are most likely to be MS plaques, 
as ischaemic events are much less common there be-
cause of the vascular supply from the numerous 
short perforating vessels direct from the pericallosal 
artery [10].

Differentiation of demyelination from ischaemic 
disease can be diffi cult in the over-40 age group as 
white matter disease is often seen. White matter 
changes in the periventricular region and deep to the 
cortex are seen in ischaemia, together with some 
brain shrinkage or atrophy, and can be regarded as 
normal in the ageing brain [11,12].

Infarcts are readily identifi able using brain MRI 
and also CT, but it may take up to 24 hours for the 
features of an infarct to become evident. Haemor-
rhagic infarcts account for 10–15% of all cerebro-
vascular infarcts and CT is the best method of 
demonstrating this, as fresh blood can sometimes be 
diffi cult to image and has a variety of MR appear-
ances depending on the amount and age of the accu-
mulated blood. Where there is a requirement to 
make a very early diagnosis of a thromboembolic oc-
clusion of the cerebral circulation, dynamic suscepti-
bility contrast-enhanced MRI is the best approach 
[13].

Ischaemia is seen in approximately 85% of strokes 
and leads to early changes in the water content of the 
affected brain so that MRI can detect abnormalities 
within 1 hour of onset [14]. Once cerebral perfusion 

(a)

(b)

Fig. 25.5 (a) T2W axial image through lateral ventricles 
demonstrating an ovoid high signal area perpendicular to 
the lateral ventricle. This is typical of a plaque of 
demyelination found in multiple sclerosis. (b) Same 
patient. Coronal FLAIR image through posterior horns of 
lateral ventricles showing areas of high signal representing 
further areas of demyelination.

drops below a critical level (10–22 mL/100 g/min), 
ischaemia occurs [15]. Cells start to swell within 
an hour (cytotoxic oedema), followed by loss of 
vascular endothelial integrity, leading to leakage of 
fl uid (vasogenic oedema) after 6 hours [10]. FLAIR 
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images are very sensitive to oedema in the early 
stages of ischaemia [16]. Intravenous contrast shows 
arterial enhancement as an early sign  —  within min-
utes  —  due to slow fl ow. Meningeal enhancement, 
caused by leptomeningeal collaterals, are seen with 
large cerebral infarcts usually observed at 1–3 days. 
Mass effect resulting from oedema in the infarcted 
tissue is maximum at 3–7 days. Eventually, gliosis re-
sults in a low signal area on the MRI.

Magnetic resonance angiography is able to dem-
onstrate thrombosis in the circle of Willis and cere-
bral arteries and also signifi cant stenosis of the carotid 
and vertebral arteries. Similarly, MR venography 
has been shown to be an accurate non-invasive 
method for the evaluation of dural sinus thrombosis 
(Fig. 25.6) [16].

Diffusion-weighted images have been shown to be 
superior to T2-weighted images for detecting early 
ischaemic change (Fig. 25.7) [17]. Protons in moving 
water molecules alter their magnetization in the 
presence of a magnetic fi eld and the greater (faster) 
the diffusion, then the more the signal attenuates. 
Increasing the magnetic fi elds results in increased 
sensitivity of the MR signal to diffusion. By applying 
diffusion sensitizing gradients, an apparent diffusion 
coeffi cient (ADC) can be calculated. In ischaemic 

areas, the ADC drops within 45 min of the event, re-
fl ecting reduced water diffusion. This is thought to be 
a result of cell swelling (cytotoxic oedema) so there is 
less water movement in the extracellular compart-
ment. However, there are a number of early tissue 
changes that may be contributing, such as changes in 
osmolality, temperature or loss of tissue pulsation 
[16]. Perfusion imaging uses ultrafast MR techniques 
to measure the T2* shortening effect caused by the 
initial vascular transit of a bolus of contrast. Dynamic 
ultrafast imaging allows a semi-quantitative meas-
ure to be made so that regional cerebral blood vol-
ume and regional blood fl ow can be calculated (Fig. 
25.7c,d) [13]. The combination of the above MR 
techniques makes the characterization of patho-
physiological processes possible, allowing treatment 
of potentially reversible ischaemic areas [17].

MR is a useful examination in infections of the 
brain, as normally there is breach of the blood–brain 
barrier and brain oedema. It is particularly useful in 
viral encephalitis as CT can appear normal, or only 
show mild brain swelling, which can be overlooked.

Brain tumours, both primary and the more com-
mon secondary tumours resulting from metastases, 
can be clearly delineated, with mixed signal intensity 
and surrounding oedema in the more aggressive 

(a) (b)

Figure 25.6 Magnetic resonance venography demonstrating contrast in the superior sagittal sinus and left transverse 
sinus but an absence of contrast in the right transverse sinus indicating a venous thrombosis on these (a) coronal and (b) 
axial images.
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(a) (b)

(c) (d)

Figure 25.7 Acute infarct in right middle cerebral territory; (a) T2W image showing no abnormality; (b) diffusion 
weighted image showing high signal in infarct; (c) bolus tracking curves from T2* sequences showing less signal drop 
(purple) in ischaemic brain compared with normal; and (d) perfusion map with no perfusion in infarct and surrounding 
luxury perfusion (white).

lesions. Acoustic neuromas are best seen on MRI 
using a T2-weighted sequence (Fig. 25.8).

Meningeal deposits are diffi cult to visualize on 
both CT and MR, but contrast enhancement of the 
meninges will often give a clue to the diagnosis. The 
multiplanar capability and high tissue contrast, to-
gether with the ability of contrast to alter signal as a 
result of disruption of the blood–brain barrier, make 

MRI extremely useful in diagnosis and management 
of brain tumours. Localization of the tumour can be 
determined accurately and the images used to guide 
brain biopsy and to target radiotherapy. Monitoring 
of treatment effects is possible because of the 
reproducibility and non-invasive nature of the tech-
nique. Complications of brain tumours can be 
diagnosed; for example, secondary haemorrhage, 
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hydrocephalus and recurrence following treatment 
can be differentiated.

MRI is extremely helpful when pituitary abnor-
malities are suspected; for example, in patients 
presenting with bi-temporal hemianopia or with ab-
normalties of the pituitary hormones. Pituitary ade-
nomas are the most common primary neoplasm in 
the sellar region. Macroadenomas greater than 
10 mm in size are usually non-functioning. Howev-
er, microadenomas are more commonly function-
ing. They normally have low signal on T1-weighted 
images and variable signal on T2-weighted images. 
Intravenous contrast results in the normal pituitary, 
infundibulum and cavernous sinuses intensely in-
creasing in signal, but within microadenomas the tis-
sue enhances moderately.

The spine
Cervical and lumbar disc herniations are well dem-
onstrated on MR, with sagittal T1- and T2-weighted 
and axial T2-weighted spin-echo sequences com-
monly used to demonstrate the level and size of the 
herniation and any involvement of the adjacent 
nerve roots. Discitis is best seen on MR, and contrast 
is given to confi rm the diagnosis. MR can show any 

Figure 25.8 T2W axial section through internal auditory 
meati and cerebellum. Normal 8th nerve on right and 
acoustic neuroma on left measuring 1 cm in diameter.

extension into the epidural space as well as the de-
gree of collapse of adjacent vertebral bodies. While 
isotope bone scanning is the most frequently used 
investigation for identifying metastatic bone disease, 
MR can be helpful in equivocal examinations [18]. 
Comparisons of whole body MRI with isotope bone 
scan has shown that MRI was more sensitive and 
specifi c in the detection of metastases [19]. Low back 
pain is a common condition, which resolves sponta-
neously in most patients (approximately 90%). The 
remaining 10% are referred to secondary care and 
may require imaging investigations. MRI is indicated 
in sciatica where an intervention is proposed, to de-
termine the level of the abnormality, which is usual-
ly a disc herniation. However, imaging in low back 
pain does not itself alter patient management or out-
come, although in a randomized trial there was a 
small but signifi cant improvement in patients’ well-
being [20]. Patients with ‘red fl ags’ (over 50 years of 
age, raised erythrocyte sedimentation rate, a history 
of tumour or infection) do merit imaging [21]; how-
ever, arguably MRI is more cost effective than plain 
radiographs because of the greater sensitivity for the 
detection of disease [22].

Spinal cord compression is one of the few indica-
tions for an emergency MR investigation [21]. The 
level and degree of the compression can be clearly 
shown and often the cause can be identifi ed from the 
examination. MR has replaced myelography and 
contrast CT examinations. Spinal cord tumours are 
shown as fusiform swellings either centrally or ec-
centrically, depending on the cell type from which 
the tumour has arisen. Neuromas and schwannomas 
on nerve roots can be seen. Post-traumatic lesions 
such as brachial plexus tears or post-traumatic syr-
inxes are shown as high signal on T2-weighted spin-
echo sequences.

A normal MR examination can be very reassuring 
because of the high sensitivity of the examination to 
oedema, which usually accompanies most path-
ology. This is often used to reassure the clinician and 
patient in cases where there are non-specifi c neuro-
logical features.

Musculoskeletal applications
The excellent anatomical information obtained has 
made MR very useful in the examination of joints, 
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and contrast arthrography has largely been replaced. 
The most commonly imaged joint is the knee, where 
tears of the menisci and cruciate ligaments can be 
demonstrated with over 90% accuracy [23,24]. The 
collateral ligaments can be clearly seen and associ-
ated bone bruising demonstrated in many cases, fol-
lowing an acute injury. Similarly, shoulder joints can 
be examined and tears of the rotator cuff displayed as 
gaps within the tendon and infl ammation as abnor-
mally high signal. Infective changes are clearly seen, 
as large effusions are often present within the joint, 
along with bone oedema and adjacent diffuse oede-
matous change within the soft tissues. MR can be 
particularly useful in non-specifi c joint pain where 
radiographs are normal, as early infective changes 
can be demonstrated, or other causes such as avas-
cular necrosis or transient osteoporosis can be seen 
[25].

Abdominal imaging
CT and ultrasound are still used most commonly for 
diagnosis, staging and treatment monitoring of the 
abdomen. Abdominal imaging is more challenging 

as any motion from respiration or bowel peristalsis 
can degrade MR image quality. However, the more 
modern rapid imaging sequences has meant MR of 
the abdomen is now used more commonly. In partic-
ular, magnetic resonance cholangio-pancreatogra-
phy (MRCP) is now an attractive alternative to 
endoscopic imaging techniques of the bile and pan-
creatic ducts, as there is no radiation dose and no risk 
of inducing pancreatitis [26]. MRCP uses a very 
strongly T2-weighted ultrafast spin-echo sequence 
to minimize motion artefact and highlight the fl uid 
content of the bile ducts (Fig. 25.9). The diagnostic 
accuracy is equivalent [27] although endoscopic 
retrograde cholangiopancreatography (ERCP) is 
required if gallstones need to be removed endoscopi-
cally. Liver imaging is undertaken with either Gd-
DTPA or liver-specifi c MR contrast agents (see 
above), which can improve the conspicuity of liver 
abnormalities. Renal examinations are performed to 
examine morphology and also the renal arteries so a 
‘one-stop’ examination can be performed to demon-
strate renal artery stenosis and renal function (Fig. 
25.10). Pancreatic imaging is of similar quality to CT. 
As both hardware and software improvements occur 

Figure 25.9 Magnetic resonance cholangio-
pancreatography – thick slab T2W technique, 
demonstrating gallstones as fi lling defects in the gall 
bladder, slightly dilated common bile duct and a normal 
pancreatic duct.

Figure 25.10 Magnetic resonance angiography 
demonstrating normal aorta and bifurcation. There is a 
signifi cant renal artery stenosis on the right with a smaller 
right kidney.
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in both CT and MR, it is likely that both modalities 
will continue to be used in abdominal imaging.

Pelvic imaging, however, appears slightly better 
on MR than CT for cervical, ovarian and rectal cancer 
staging, particularly for establishing local spread 
[28]. It is the multiplanar capacity that aids diagno-
sis, particularly when ascertaining whether there is 

spread through the wall to contiguous organs or if 
there is lymph node involvement. Contrast agents 
specifi c for lymph nodes have been developed: ul-
trasmall superparamagnetic iron oxide particles are 
infused into the blood stream and normal nodes 
take up the particles, causing a drop in signal. Abnor-
mal nodes full of tumour cannot take up the iron 

(a) (b)

(c) (d)

Figure 25.11 (a) T1W double inversion recovery, black blood short axis view of right and left ventricles. (b) T1W fat 
suppressed, black blood image through both ventricles. (c) FIESTA long axis view showing four chambers of the heart. (d) 
FIESTA short axis view of both ventricles following IV contrast.

WEB_25.indd   392WEB_25.indd   392 7/5/2006   10:31:12 AM7/5/2006   10:31:12 AM



Magnetic resonance imaging   393 

oxide particles and there is no signal change [29]. 
However, while this method appears promising, it is 
not yet in widespread use.

In patients who are acutely unwell, the more rapid 
CT examination or bedside ultrasound examination 
is more often used, because MR takes longer and the 
patient is relatively inaccessible during the 
examination.

Vascular
The advent of paramagnetic contrast agents has al-
lowed imaging of the vasculature in a similar fashion 
to CT and angiography. The multiplanar and three-
dimensional acquisition technique allows images to 
be displayed in a variety of ways. However, by alter-
ing fl ip angles and acquisition parameters, blood can 
be made to appear dark or bright. This is particularly 
useful in cardiac imaging (Fig. 25.11). A moving 
table technique now means that the legs can be ex-
amined relatively easily with an image quality ap-
proaching that of angiography. The size of an aortic 
aneurysm can be monitored with this technique 
(Fig. 25.12).

MR in anaesthesia
MRI offers a non-invasive method of imaging organ 
blood fl ow and function during anaesthesia and is 
therefore a powerful research tool. To date its poten-
tial has yet to be fully exploited. Recent studies have 
been carried out to measure the cerebral metabolic 
oxygen in rats anaesthetized by isofl urane [30]; cer-
ebral blood fl ow and vasoreactivity in volunteers fol-
lowing administration of esmolol [31]; and to image 
brain function in adult volunteers anaesthetized by 
propofol [32]. These studies are based on the T2* 
contrast available from the small magnetic difference 
in haemoglobin as it changes from the oxy- to 
the deoxy-form, the so-called blood oxygen level 
dependent (BOLD) contrast mechanism. The 
study of brain function using the BOLD contrast 
mechanism is often called fMRI. fMRI has also 
been used to investigate the occurrence of very 
low-frequency brain activation in the occipital 
cortices of anaesthetized children [33]. A similar 
study has been carried out to investigate very 
low frequency brain activity in the motor cortices 
of adult volunteers undergoing servofl urane 
anaesthesia [34]. In addition to studies of brain 
function, MRI has been used to image the spread of a 
local anaesthetic solution in patients undergoing eye 
surgery [35].

The increasing availability of human and animal 
MRI systems to research groups, the continuing re-
fi nement of quantitative MRI techniques of measur-
ing perfusion and blood fl ow, in addition to fMRI 
methods of probing brain activity, will yield new in-
sights into the physiological function of anaesthetic 
agents.
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Nanotechnology
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Introduction

Nanotechnology is fast emerging as the future of 
modern medicine. It is revolutionizing the way in 
which we image the body and diagnose a variety of 
conditions. It allows scanning at the molecular level 
which can be used to build personalized models of an 
individual’s body system to determine susceptibility 
to disease and disease pathogenesis.

Through nanotechnology, science fi ction is fast 
becoming science fact, as ex vivo nanomedical appli-
cations are predicted to be widely available as soon as 
2010, with in vivo applications following soon after. 
The exponential development of this technology 
brings advances into areas such as tissue repair and 
early diagnosis and treatment of diseases such as 
cancer. It also opens new doors in methods of drug 
delivery and distribution. Nanotechnology is a fi eld 
under development and although still far from being 
used in routine practice, it has the potential to take 
medicine into a whole new era.

Imaging and disease diagnosis

Cellular bioscanning is being developed for the non-
invasive non-destructive examination of the human 
cell in vivo. The nanosensors being developed should 
be able to provide detailed information about cell 
membranes and structures and the molecular activi-
ties taking place within the cell. This information 
could then be used in disease diagnosis [1].

There are a number of different sensory techniques 
that are being developed and evaluated to fulfi l these 
objectives:
• Cellular topography
• Near-fi eld optical nanoimaging

• Cell volume sensing
• Microscopy techniques.

Cellular topography
Current technology allows the ex vivo examination of 
a live cell by atomic force microscopy (AFM) in which 
a 20–40 nm radius tip is used to scan around 50 nm 
across the top 10 nm of a cell. In cellular topography, 
a similar technique would be used to acquire, in vivo, 
a live cell scan using a nanodevice fi tted with a tactile 
scanning probe which will acquire comparable re-
sults to AFM. The nanodevice fi rst travels to its target 
cell where it anchors itself securely to the surface. 
The scanning probe can then image a variety of cell 
structures at a high resolution quickly; for example, 
0.1% of the plasma membrane in 2 s or an entire mi-
tochondrial surface in 100 s [1].

In addition, using a variation of the same technol-
ogy, membrane dysfunction could be detected using 
chemical nanosensors to monitor the passage of mol-
ecules [2]. Special scanning tips and techniques 
could also be developed to allow adhesiveness and 
magnetic, chemical, electrical and other properties 
to be measured [3].

Near-fi eld optical imaging
Certain behaviour characteristics of electro magnetic 
fi elds dominate at one distance from a radiating 
source, while a completely different behaviour can 
dominate at another location. Electrical engineers 
defi ne boundary regions to categorize behaviour 
characteristics of electromagnetic fi elds as a function 
of distance from the radiating source. These regions 
are the near-fi eld, transition zone and far-fi eld. 
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The regional boundaries are usually measured as 
a function of the wavelength, with near-fi eld 
effects predominating at up to two wavelengths 
from the source. Near-fi eld optical imaging (NFOI) 
concerns itself with the near-fi eld component of 
optical wavelength electromagnetic waves. Conven-
tional techniques in use in medicine today use 
only the far-fi eld component in imaging (e.g. 
X-rays), but this does not give as detailed an image 
and would be unpractical for use in nanomedicine in 
vivo as the short wave X-rays would damage living 
cells [1].

Near-fi eld optical microscopes (NFOM) have al-
ready been developed and can produce extremely 
detailed images. They are able to detect the orienta-
tion and depth of a molecule within 30 nm of the 
scanned area and optical images of individual dye 
molecules added to cells have already been demon-
strated [1]. By attaching a NFOM-like device to a na-
noprobe it is thought that it will be possible to scan 
cell surfaces and organelles to <1 nm resolution opti-
cally, as well as mapping their topographical charac-
teristics to within tens of nanometers [1].

Cell volume sensing
Unlike the other methods so far described, cell vol-
ume sensing can monitor a living cell in vivo without 
directly imaging it. It involves an intracellular nan-
odevice being used to indirectly measure cell volume 
by one of two methods:
1 Mechanical deformation: the plasma membrane, 
stretch receptor channels, cytoskeleton and other 
structures are all highly sensitive to a change in cell 
volume. By developing a nanodevice to monitor the 
changes of one or more of these factors, cell volume 
could be determined.
2 Molecular level: concentration and dilatation 
changes brought about by shifting cell volumes acti-
vate a variety of volume regulating responses. A na-
nodevice could monitor one or more of any of these 
responses using chemical nanosensors (e.g. phospho-
inositide turnover, eicosanoid turnover, kinase/
phosphatase systems, p38 activity or G-protein 
activity).

As all the above applications for nanotechnology 
in imaging and monitoring are envisaged being used 
in vivo and will give results in a matter of seconds 

without the need for a separate sampling and labora-
tory analysis, real-time monitoring of disease pro-
gression and therapeutic effi ciency will be possible 
[4]. By using a large number of nanodevices, con-
stantly monitoring the health of patients, earlier 
warnings of the appearance of pathological processes 
will be available allowing earlier and perhaps more 
effective treatment to be given [2]. These devices 
should also be able to give information on the effec-
tiveness of treatment and allow for more sensitive 
adjustment, perhaps even becoming semi-automatic 
in the future by administering treatment in response 
to a biological change (e.g. insulin administration in 
diabetics, when chemical nanosensors detect a rise 
above an optimal glucose concentration).

As with all things in nanotechnology, the infor-
mation gathered from any imaging or monitoring 
nanodevice is for an extremely small area. However, 
the size and predicted low cost of nanodevices will 
allow the use of thousands at any one time for rou-
tine diagnosis, giving multiple pieces of highly de-
tailed information about different parts of the 
biological system. Putting all this information to-
gether will require powerful computer technology 
[5]. Being able to image full biological processes in 
vivo at a molecular level will allow us to develop an 
understanding of the whole living system and how 
one biological process affects another, a concept 
known as systems biology  —  a newly developing sci-
ence that is intimately related to developments in 
nanotechnology [4].

Enthusiasts believe the benefi ts of nanotechnolo-
gy imaging and monitoring are endless. It is suggest-
ed that by being able to directly detect a pathological 
process, a reliable trustworthy diagnosis can be made 
with no uncertainty [4].

Scanning probe microscopy
Scanning probe microscopy allows mapping of a sur-
face to almost atomic resolution. It relies on the in-
teraction between the very fi ne tip of a probe (ideally 
only one atom thick) and the atoms of the surface 
[6]. A variety of different techniques are now availa-
ble and are currently being developed for in vivo use. 
Scanning tunnelling microscopy uses the quantum 
effect of tunnelling whereby a particle has a proba-
bility of crossing a barrier, which would be forbidden 
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in classic physics. In the case of scanning tunnelling 
microscopy, the particle is an electron, and the bar-
rier is a gap of approximately 1 nm between the con-
ductive probe tip and the surface of the sample. The 
resultant tunnelling current can be measured and 
used to gain an impression of the peaks and troughs 
of the surface below the probe. In atomic force mi-
croscopy, the surface is mechanically probed and 
forces between the atoms produce slight vertical 
movements of the probe, which again can be used to 
map the surface on an atomic scale. Atomic force mi-
croscopy has also been used to physically manipulate 
individual atoms.

Examples of the use of 
nanotechnology 
in disease diagnosis

Cancer diagnosis
Several methods are being researched and developed 
with a view to making possible the diagnosis of can-
cer at the level of DNA mutations [7,8].
• Arrays of nanoscale cantilevers (bars anchored at 
one end) to which specifi c proteins or altered DNA 
sequences bind. This binding bends the cantilevers, 
applying a stress force to the cantilever. If the stress 
on the cantilevers is monitored, it is then possible to 
ascertain the presence or absence of the particular 
molecule being tested.
• Bulky marker molecules are attached to mutated 
sections of DNA and the molecule scanned using 
atomic force microscopy, which is able to detect the 
presence of these markers.
• Effi cient DNA sequencing using nanotechnology 
may allow rapid assessment of gene abnormalities. 
Nanopores can now be engineered that allow one 
strand of DNA to pass through at a time and coated 
wires are now in development to sequence these in-
dividual strands of DNA.
• Quantum dots, crystals as small as 1 nm in diame-
ter, emit light of a wavelength specifi c to their size 
when irradiated with ultraviolet light. These crystals 
can be seeded onto microscopic beads in certain 
quantities so that they emit a unique spectrum. These 
microbeads are engineered to bind to specifi c DNA 
sequences and then by observing the emitted spectra 
it is possible to identify which sequences are present, 

and therefore fi nd out if mutations are present 
[9,10].

Blood tests
In addition, nanotechnology devices may allow 
faster, more effi cient ex vivo blood testing to be 
performed. For example, a device already at the 
prototype stage is a silicon chip coated with an array 
of antibodies for several different viruses. When 
dipped in a blood sample, any viruses present will 
bind to a specifi c antibody. This binding creates a 
ridge detectable by atomic force microscopy, and 
thus allows the rapid identifi cation of any virus 
present [11].

Therapeutic applications

Tissue regeneration, repair 
and replacement
The use of nanotechnology for the regeneration, re-
pair or replacement of tissues or organs has a promis-
ing future and is much needed as current technologies 
and medicines are sorely lacking. At present, apart 
from the body’s own responses, organ transplant re-
mains the only method of curing badly damaged or-
gans and tissue grafting is still the main treatment of 
severe damage to tissues. Both of these techniques 
are limited by a lack of donors and restrict the patient 
to a lifetime of immunosuppressive treatment.

Electrospun nanofi brous scaffolds
The main development in this area concerns the use 
of electrospun nanofi brous scaffolding as both a 
growth template and a source of growth and differ-
entiation factors. The nanofi brous scaffold mimics 
the extracellular matrix, providing a template for 
growth. Cells grown on the scaffold maintain their 
phenotypic shape and tend to grow in the orienta-
tion of the nanofi bres [12]. As well as providing a 
template for growth, DNA plasmids can be bound to 
the scaffold, these can code for growth factors spe-
cifi c to individual tissues and are released into the 
surrounding tissue. These plasmids are capable of 
cell transfection and have bioactivity [13]. Current-
ly, skin and cartilage replacement are the main tar-
gets of such therapy as it is their mechanical properties 
that the scaffold most closely resembles, but it is 
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envisaged that the material of the electrospun na-
nofi bres will eventually develop so that it can mimic 
the characteristics of other tissue types [12].

Microspheres
Another approach is the use of sustained release 
bioerodible microspheres to direct tissue remodel-
ling in vivo [14]. For example, the sustained release of 
perivascular elastase has been proven to redirect 
smooth muscle migration away from the intima, 
limiting the development of pathological neointima 
following injury to the arterial wall [15].

Implant immunoisolation
Organ transplant rejection resulting from antibody 
reactions and complement fi xation has stimulated 
research to try to prevent its initiation. One way cur-
rently being studied is to encapsulate transplanted 
cells or tissues with size-selective membranes, which 
allow the free diffusion of oxygen and other nutri-
ents while inhibiting the passage of larger molecules 
such as antibodies  —  acting as an immunoprotective 
semi-permeable shield.

The essential requirements for such a capsule 
include well-controlled pore size, stability, non-
biodegradability and biocompatibility [16]. Because 
of its mechanical strength and inertness, silicon 
and its oxides are used and provide capsules 
with well-controlled membranes and mechanical 
and chemical stability. Despite the advantages of 
silicon, research has shown that fi broblast and 
other infl ammatory cells adhere to its surface 
and polyethylene glycol (PEG) modifi ed microfabri-
cated silicon is used to minimize this problem 
(Fig. 26.1).

PEG is a water soluble, non-toxic and non-
immunogenic polymer and has been shown to de-
crease both protein and cell adsorption on several 
biomaterials [16]. Recent research has compared the 
effects of unmodifi ed silicon and PEG-modifi ed sili-
con biocapsules in vivo. A rich network of blood ves-
sels were visible in the proximity of the PEG-modifi ed 
capsules while few vessels surround the control. In 
histological examination, the modifi ed samples had 
no signs of infi ltration and the tissue had a character-
istic structure and composition of the tissue at the 
site of implantation (Fig. 26.2) [17].

Another advantage of microfabricated capsule 
membranes is that they can be tailor-made to a spe-
cifi c pore size and have uniform distribution. Thus, 
they can be made for attaining desired imunoglobu-
lin G (IgG) diffusion kinetics even to the extent of 
complete deselection of IgG. It has been demonstrat-
ed that IgG diffusion in 18 nm pores over 150 hours 
was only 2% and this low rate indicates superior im-
munoprotection over methods currently available 
[18].

Bioartifi cial organs
The development of bioartifi cial organs would abol-
ish the need for transplantation of organs but will 
require several major developments in nano-
technology. The use of molecularly manipulated 
nanostructured biomimetic materials (biomimicry) 
involves replicating the cell surface morphology, its 
microenvironment and mechanical properties (e.g. 
elasticity in heart and skeletal muscle or high tensile 
strength as in bone). Secondly, a sensing and control 
system will need to be developed which will require 
microelectronic and nanoelectronic interfaces to be 
produced. Third, some application of drug delivery 
and medical nanosystems will be required to replace 
the lost function of the specifi c organ [19].

Figure 26.1 Microfabricated membrane.
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Drug delivery systems
One of the most important areas in medicine in 
which nanotechnology is currently being applied is 
in the fi eld of drug delivery systems. Nanoparticles 
can be used to target drugs to specifi c cells or tissues, 
to delay drug metabolism and clearance, and to in-
crease the bioavailability of the drug. Their submi-
cron size allows them to penetrate tissues via 
capillaries and pass through fenestrae in the cellular 
endothelial lining enabling effi cient uptake of the 
therapeutic agent. A variety of techniques for drug 
delivery are being developed.

Nanospheres and nanocapsules
Nanoparticles either trap the drug within or attach 
it to the matrix of the particle. Nanocapsules 
enclose the drug-containing cavity in a polymer 
membrane while nanospheres have the drug evenly 
distributed throughout their matrix. The nanocap-
sule/sphere polymers are usually either polylactides 
(PLA) or D,L-lactide-co-glycolide (PLGA). They can 
be hydrolysed to form substances that can be metab-
olized and removed from the body by the tricarboxy-

lic acid cycle. The drug is released at a constant 
rate by diffusion through the matrix and degradation 
of the PLGA matrix. It is possible to vary the rate of 
degradation, and hence the rate of drug release by 
altering the composition of the PLA/PLGA poly  mer 
[20].

Targeted delivery
Targeting increases the bioavailability of a drug at 
the site of action. This reduces the dose needed and 
potentially harmful side-effects. Active targeting 
involves the conjugation of the carrier system to a 
tissue- or cell-specifi c ligand or antibodies. Passive 
targeting involves targeting the reticuloendothelial 
system so that the therapeutic agents, coupled to a 
macromolecule, reach the target passively. The nan-
oparticles enter the cell by endocytosis, and once in-
side the cell the surface charge on the endolysosome 
can be altered to push the nanoparticle into the 
cytoplasm. Nanoparticles can also cross biological 
barriers, such as the blood–brain barrier, where they 
have been used to administer antitumour and anti-
HIV drugs [20].

(a)

(b)

(a) (b)

(c) (d)

(e) (f)

Figure 26.2 Left: gross appearance of tissue surrounding: (a) unmodifi ed silicon membrane; and (b) polyethylene glycol 
(PEG) modifi ed silicon membrane 17 days post-implantation [36]. Right: Histological sample of tissues surrounding 
modifi ed silicon implants [36].
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Ceramic nanoparticles
Ceramic nanoparticles are made from biologically 
compatible substances such as silica, aluminia and 
titania. The tiny size of ceramic nanoparticles 
allows them to avoid the reticuloendothelial system. 
They protect the drug from pH and temperature 
changes. They are often used with the anticancer 
drug, 2-devinyl-2-(1-hexyloxyethyl) phyropheo-
phorbide which is water insoluble and photosensi-
tizing. The tumour cells take up the particles and 
when the drug is irradiated oxygen-derived free rad-
icals are released which damage the tumour cells 
[21].

Polymeric micelles
In polymeric micelles, the drug is trapped in the hy-
drophobic core while the outer surface of the micelle 
is hydrophilic. These micelles are very thermody-
namically stable compared with normal micelles. 
They are used to treat certain cancers because of the 
increased permeability of vascular tissues in the tu-
mour and impaired lymphatic drainage. There is an 
accumulation of colloid drug carriers in the tumour 
tissue [21].

Liposomes
Liposomes are made of phospholipids and choles-
terol which make them ideal for drug delivery 
because of their size, biocompatibility and hydro-
phobic/hydrophilic properties. They are classed ac-
cording to their number of bilayers and size. 
Saturation of their component phospholipids lends 
them a more rigid, impermeable character (stable), 
whereas polyunsaturated bilayers make them more 
permeable (unstable). They can also be given a sur-
face charge by adding positively or negatively 
charged lipids. The attachment of a PEG unit to lipo-
somes increases the amount of time they circulate 
within the body. It is also possible to conjugate lipo-
somes with antibodies or ligands for specifi c target-
ing to receptors and thus tissues [21].

Dendrimers
Dendrimers have an inner core (a small molecule or 
linear polymer) surrounded by a number of polymer 
branches. By altering the terminal groups of the 
polymer it is possible to switch the hydrophobic/
hydrophilic character of the interior and exterior 

surfaces, thus changing the way they interact with 
the environment [21].

Fullerenes
Fullerenes are frameworks of carbon atoms, the sim-
plest of which are buckminsterfullerenes, C60 balls, 
nicknamed ‘bucky balls’. These bucky balls and 
‘bucky tubes’ are extremely adept at crossing the cell 
membrane as their structure mimics that of clathrin 
which promotes endocytosis. In theory, drugs could 
be attached to bucky balls and bucky tubes and trans-
ported directly and rapidly into cells [22].

Infection and vaccination
Biodegradeable nanoparticles offer a sustained re-
lease mechanism for antigen. It has been shown that 
co-injecting tetanus toxoid-loaded nanoparticles 
with usual tetanus toxoid-alum causes a synergistic 
immune response. Also, tetanus toxoid loaded nan-
oparticles induce a better immune response than 
conventional delivery but can also be successfully 
delivered by different routes (e.g. the intranasal 
route) [18,21].

Nanotechnology in cancer treatment
Researchers are currently investigating nanotech-
nology for developing ways to destroy cancer cells 
without injuring neighbouring healthy cells. The 
aim of researchers is to produce nanomaterials that 
can both identify cancer and subsequently deliver 
treatment. The following are a few examples of the 
approaches being evaluated.

Nanomaterials aiding drug delivery
This involves using a dendrimer to which a molecule 
that detects cancer cells has been attached. This den-
drimer also carries a signal to induce apoptotic cell 
death of the tumour cell and can also carry a caner 
chemotherapeutic agent. This therapeutic agent is 
only released in the presence of certain molecules as-
sociated with particular cancer cells.

Medibots
Medibots are miniature ‘robots’ that can physically 
enter cells and scan the chemicals inside, they will 
then destroy the cell if it is cancerous using the prin-
ciple that cancer cells contain different chemicals to 
that of normal cells [23].
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Nanoshells
Nanoshells are beads coated with gold that have been 
manipulated to absorb certain wavelengths of light. 
The absorption of light by the nanoshells generates 
heat in suffi cient quantity to be fatal to cells. These 
are still in development, but at present antibodies 
have been attached to nanoshells so that they are 
able to detect cancer cells. The ultimate goal will be 
for nanoshells to fi nd tumour cells, and then to de-
stroy them by exposing them to infrared light. In lab-
oratory cell culture experiments, the heat generated 
by the light-absorbing nanoshells has successfully 
killed tumour cells while leaving neighbouring cells 
intact [7].

In theory, nanoshells could also be fi lled with a 
drug-containing polymer [24]. Heating the shell 
changes the polymer shape and releasing the drug 
allows much higher local tissue concentrations of 
drug to be delivered. The use of nanoshells is espe-
cially appealing in treating cancers that are in more 
accessible sites such as the prostate gland.

AC magnetic fi eld induced 
excitation of biocompatible 
supermagnetic nanoparticles
Cancerous cells could be enriched with many nano-
particles, which are activated by a specifi c signal such 
as a magnetic fi eld, killing all particle containing cells 
when the induced magnetic fi eld is applied [25].

Facilitation of laser surgery 
by nanocapsules
Laser surgery can be facilitated using nanocapsules 
containing nanoparticles with a magnetic core of 
gadolinium compounds or iron oxide, plus a photo-
catalyst [26]. The nanocapsules consist of an outer 

layer of PEG linked to target molecules which permit 
the nanocapsules to adhere onto cancerous cells. The 
structure of the nanocapsule centre is such that it is 
visible to magnetic resonance imaging (MRI). The 
technique has the potential to make very small tu-
mours visible, including those too small to treat by 
laser surgery. However, with these nanoparticles, 
laser light hitting the MRI target will activate 
the photocatalyst releasing oxygen-derived free 
radicals.

This approach may be particularly successful for 
the treatment of brain tumours, both because of the 
possibility of direct exposure to laser light and also 
because the cancer makes the blood–brain barrier 
more permeable, therefore nanocapsules only pass 
across when brain tumours are present.

Several pharmaceutical companies are actively 
working in nanotechnology for drug delivery for 
cancer (Table 26.1) [27–29].

Future applications

Metabolic control
Nanotechnology can be used in treatment of a varie-
ty of metabolic conditions ranging from chronic dia-
betes to Addisonian crises. Nanomachines can be 
injected into the blood, reach the target cell and af-
fect its metabolism in a variety of ways. First, such 
machines could reduce its metabolism, repair the cell 
if damaged and then restart metabolism after repair, 
thus restoring the normal functions of the cell. Sec-
ondly, they could modify stimulatory and inhibitory 
actions affecting the cell at both external and inter-
nal levels. For example, they can act as a surface re-
ceptor for a cell, thus controlling the binding of an 
effector hormone and thereby altering the degree of 

Table 26.1 Two companies actively involved in nanotechnology research in cancer therapy.

Company Product description

ALZA  Doxil: nanoparticles used for the treatment of refractory ovarian cancer and AIDS-related
(Mountain View, CA) Kaposi’s sarcoma

Advectus Life Science  Nanotechnology for the delivery of cancer fi ghting drugs across the blood–brain barrier for the
(West Vancouver, CA) treatment of brain tumours
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stimulation or inhibition of the cell’s metabolism. 
Thirdly, they could completely shut off the metabo-
lism of the cell, either by depriving it of resources or 
by inhibiting steps in its metabolism. Examples in-
clude diabetes where such techniques can be used to 
maintain secretion of insulin at an optimal level fol-
lowing measurement of the prevailing glucose 
concentration.

Cell replacement and the artifi cial red 
blood cell  —  the respirocyte
In the future, nanotechnology could be used to re-
place the functions of entire cells. In particular, a re-
placement for the red blood cell, the respirocyte, has 
already been conceived and several detailed designs 
produced (Fig. 26.3). Some of the chemicals required 
are already in Phase I trials. Respirocytes could bind 
oxygen and carbon dioxide like a normal red blood 
cell, or, in the most promising design, they could act 
as tiny containers storing the gases at high pressure. 

Just like normal erythrocytes, respirocytes could use 
blood glucose as an abundant source of energy for 
collecting, compressing, storing and releasing the 
gases and powering the cell [30].

Preventing disease
Most of the possible medical implementations of 
nanotechnology would contribute toward a disease 
prophylactic effect, and also overall life extension. 
Specifi c examples of prophylactic measures include 
treating atheromatous plaques, removing or break-
ing down tar in the lungs, dealing with infection, 
strengthening parts of the body, rapidly responding 
after trauma and monitoring (e.g. the onset of throm-
botic or haemorrhagic events). To treat atheroma-
tous plaques, nanoprobes could allow non-invasive 
detection of plaques in high-risk patients. They could 
then release drugs locally or could stabilize plaques 
by mechanically removing components (e.g. oxi-
dized low density lipoprotein (LDL)) [14,31].

Life extension and anti-ageing
The body is normally in a state of homoeostasis, and 
nanotechnology could help to maintain this; how-
ever, sometimes the body’s homoeostatic mecha-
nisms can cause detrimental effects. Moreover, it 
seems that the human body is designed for a different 
lifestyle than the type we now live. Nanotechnology 
techniques could be used to correct or optimize 
some of these mechanisms. It could be used to 
keep certain parts of the body intentionally out of 
synchronization with each other, in so-called heter-
ostasis. Certain factors (e.g. chemical concentrations 
and chemoreceptors) could be altered at a local level. 
Attempting to change and rebalance the body’s nat-
ural regulatory systems would require much re-
search prior to implementation. In the most radical 
form of heterostasis, most intersystem signalling 
could be stopped and the systems regulated indir-
ectly, which could be of use during extensive dys-
function [32].

DNA damage
As cells divide, many of them gradually decrease 
a length of DNA known as the telomere, and die 
when it runs out. Nanotechnology could replace the 
telomere, which may extend the life of the body. 

(a)

(b)

Figure 26.3 (a) Computer generated image of the small 
respirocytes next to red blood cells. (b) Image of what four 
respirocytes could look like [29].
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Nanobots could also mop up DNA-damaging chemi-
cals and encourage the cell’s self-repair. They could 
also directly repair or alter the DNA themselves.

Chemical clearance
Nanobots could be used to remove harmful chemi-
cals, particularly ones the body cannot deal with or 
remove itself, notably prions.

Infection
Nanobots would be immune to damage by invading 
natural pathogens, and could be more intelligent 
than specifi c immune cells. They could be trained to 
additionally detect new bacteria and viruses as they 
evolve and are detected worldwide.

Accidents
Nanobots and technology kept in the body perma-
nently could greatly increase the ability of the body 
to withstand accidents and trauma, and to repair it-
self properly and quickly as soon as damage occurs. 
For example, they could strengthen the body, repair 
tears and wounds (better as well as quicker), cushion 
the brain, provide oxygen for several minutes, re-
duce the oxygen consumption of tissues without 
killing them, and buy a lot of time for emergency 
services to transport individuals to hospital  —  or 
even perhaps the local nanotechnology repair 
centre.

Artifi cial mitochondria
In cells that have been deprived of oxygen, the mito-
chondria may be damaged and the cell therefore un-
able to use oxygen. Nanotechnology could be used to 
support such cells by making and releasing ATP into 
the cells [33].

Cryonics
Cryonics involves freezing someone who has just 
died, in the hope of being able to revive them in 
the future when the required technology may exist. 
One presently insurmountable problem in this area 
is that freezing cells irretrievably damages them. Na-
notechnology could be used to repair, or even re-
place the damaged cells when attempting to revive 
the patient, and may also provide ways of curing 
them [34].

Common problems

Nanobot manufacture requires ultraclean condi-
tions, where the number of particles in the produc-
tion space must be minimal. In silicon chip 
manufacture, the minimum standard is 10 per cubic 
metre, but even more stringent precautions may be 
required as even the tiniest particle compared with 
the scale of the nanobot may be suffi ciently large to 
pose a problem [35].

The reliability of software that is used to program 
the nanobot should also be considered. This would 
be a factor in determining cost of treatment and 
production (e.g. how many of the nanomachines 
produced would actually be viable to be used for 
treatment). Lifespan and half-life of the nano-
machines would also have to be considered. Will 
the nanobots be designed to be dormant and act only 
if the need arises or will they be designed more like 
conventional drugs at present with considerations 
like clearance and volume of distribution and the 
need for top-up doses?

Nanomachines can be much more power hungry 
than human cells, thereby using more energy than 
their biological counterparts. Hence, nanomachines 
to be implanted in the body will be limited by a power 
budget and possibly waste heat in excess  —  both fac-
tors may require design compromises [32].

Systems biology and 
complex systems

The science of complex systems involves precise 
modelling of body systems so that the pathology of 
disease and modes of drug function can be worked 
out on a computer-simulated model. Nanotechnol-
ogy machines facilitate more detailed measurement 
of function, chemical change and other factors there-
by enabling the production of a model very similar to 
the actual disease process or mode of action of drug.

The approach of systems biology can be classed 
under three headings [36]:
1 Predictive medicine: the human genome project and 
nanotechnology together under the context of sys-
tems biology and modelling would enable better rec-
ognition of an individual’s genetic susceptibility or 
predisposition to diseases and hence pave the way 
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for preventative measures, more timely therapy and 
counselling.
2 Preventative medicine: this follows on from predic-
tive medicine in terms of therapeutic options that 
would be made available. The agents for preventa-
tive medicine include drugs, embryonic stem cell 
ther apy, engineered proteins, genetically engineered 
cells and many others.
3 Personalized medicine: each of us differ by approxi-
mately 6 million DNA variations; this would mean 
that the drug effi cacy and uptake, for example, would 
vary. Personalized models depending on the predis-
posing factors such as changes in DNA would deter-
mine how best therapy could be personalized for 
each patient in order to bring about the best 
outcome.

It is envisaged that predictive, preventative and 
personalized medicine may extend the average 
lifespan by 10–30 years. It would require profound 
changes in the training of physicians and the educa-
tion of the lay public about medicine and hence 
would directly impact diagnosis and therapy in the 
evolving world of modern medicine.

Conclusions

In conclusion, nanotechnology opens up new possi-
bilities in medicine and could without doubt funda-
mentally alter the way in which patients are 
diagnosed, managed and treated. Obviously, some 
predictions will remain in the realms of science fi c-
tion, but with current rapid growth in research it is 
diffi cult to tell what direction advancements will 
take.
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CHAPTER 27

Assessment of the cardiovascular system
Charles S. Reilly

Introduction

In the healthy heart, the blood returning in the major 
veins (inferior and superior vena cava [IVC and 
SVC]) enters the right atrium (RA), passes into the 
right ventricle (RV) where it is ejected into the pul-
monary artery (PA), as shown in Figure 27.1. After 
passing through the pulmonary circulation, the 
blood returns in the pulmonary vein to the left 
atrium (LA) then to the left ventricle (LV) and is 
ejected into the aorta. This simple progression occurs 
in two phases: diastole when the heart muscle is re-
laxed; and systole when the muscle contracts. This is 
dependent on a normal conduction system and nor-
mal mechanical function.

Assessment of the cardiovascular system is an 
essential element of anaesthetic practice. A clear 
understanding of the various inter-relationships 
between the structural and functional components 
of the cardiovascular system is therefore required. 
A starting point for this can be a simple model in 
which the cardiovascular system is arranged as three 
components. Central to this is the heart (pump), 
which is primed by the venous return (preload) 
and its output pressure is determined by the periph-
eral resistance (afterload). This simple model can be 
expanded to demonstrate the various components 
and interactions involved in the function and con-
trol of the cardiovascular system (Fig. 27.2). This 
model forms the basis of this chapter and addresses 
these three components before bringing them to-
gether as a structure for assessment. It is clear that 
the sympathetic and parasympathetic components 
of the autonomic nervous system have a major role 
in the control and responses of the cardiovascular 
system.

The heart

Conduction system
The cardiac impulse arises in the sinoatrial (SA) 
node, which is located near the junction of the SVC 
and RA. The SA node contains pacemaker cells which 
display rhythmic depolarization (Fig. 27.3). This 
arises from an unstable diastolic membrane poten-
tial which gradually depolarizes from a resting value 
of −60 mV to a threshold fi ring value of −40 mV. The 
origin of this is an increased permeability to calcium 
ions which enter after potassium channel closure. 
The inherent rate of discharge in the SA node is 100–
110/min, but this is infl uenced by vagal and sympa-
thetic neural inputs, which alter the rate (slope) of 
depolarization, by temperature and by drugs. Pace-
maker cells are also normally found in the atrioven-
tricular (AV) node and Purkinje system which have 
inherent rhythms of 40–60/min and 20–40/min, re-
spectively, as a result of slower rates (slopes) of spon-
taneous discharge. Therefore, because of its higher 
rate, the SA node normally acts as the pacemaker for 
the heart rate. There are a number of potential mech-
anisms that can infl uence the pacemaker rate. For 
example, an increase in the rate of SA node discharge 
can be brought about by increasing the slope of Phase 
4; lowering the threshold potential (more negative); 
or by raising the resting potential (less negative). The 
impulse from the SA node spreads radially through 
the atrium at a rate of approximately 1 m/s resulting 
in atrial contraction and reaches the AV node in less 
than 0.1 s.

Conduction at the AV node is slower (0.05 m/s), 
causing a delay of approximately 0.1 s. This delay has 
two benefi cial effects. It allows atrial systole to in-
crease the volume of blood in the ventricle before it, 
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Figure 27.1 Pressures in the chambers of the heart 
(systolic/diastolic, mmHg). IVC, inferior vena cava; PA, 
pulmonary artery; PV, pulmonary vein; SVC, superior 
vena cava.
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Figure 27.2 A simple model of the cardiovascular system. 
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Figure 27.3 Action potential of an atrial pacemaker cell.

in turn, contracts. The delay also minimizes the risk 
of additional atrial impulses being conducted to the 
ventricle with the risk of arrhythmias. As with the SA 
node, vagal and sympathetic inputs attenuate the 
speed of conduction through the AV node.

The impulse then travels (1 m/s) down the right 
and left branches of the bundle of His which run 
in the interventricular septum to link with the 
Purkinje fi bres. The Purkinje fi bres are a rapidly 
conducting (4 m/s) network on the endocardial 
surface of both ventricles. The speed of conduction 
allows the impulse to reach all parts of the ventricle 
in <0.1 s and leads to a synchronized contraction 
which moves from endocardium to epicardium and 
spreads from the septum to the apex, then along the 
ventricular walls to the AV junction. The rapid con-
duction means that the impulse returns to the con-
ducting system during the refractory period, over 
the normal range of heart rates. However, at very 
slow ventricular rates, this is a possible source 
of arrhythmia.

In response to the spreading impulse, the cardiac 
muscle cell action potential is triggered. These fi bres 
differ from the pacemaker cells in both resting mem-
brane potential and action potential generated. The 
resting membrane potential is approximately −80 mV 
and does not exhibit rhythmic depolarization. The 
action potential generated is described classically in 
fi ve phases, labelled 0–4 (Fig. 27.4). Phase 4 is at rest-
ing membrane potential. A partial depolarization to 
−60 mV allows rapid infl ux of sodium ions (Phase 0) 
resulting in full depolarization to +20 mV. Sodium 
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channels then start to close and the potential falls 
(Phase 1). However, a slower infl ux of calcium, re-
sulting from increased permeability, maintains a 
plateau around 0 mV (Phase 2), before potassium 
permeability increases and effl ux of potassium 
(Phase 3) restores the resting membrane potential 
(Phase 4).

The action potential has a duration of 200–300 ms. 
Sodium infl ux is rapid (similar to nerve action poten-
tial) and is complete in <10 ms. The bulk of sodium 
effl ux (90%) occurs rapidly and immediately but, as 
calcium infl ux peaks, sodium effl ux plateaus until 
the repolarization phase. Calcium infl ux starts im-
mediately but proceeds more slowly than that of so-
dium, reaching a peak at approximately 30 ms. Effl ux 
then follows a similar initial rate, but levels out at ap-
proximately 90 ms until the repolarization phase. 
Potassium effl ux starts as calcium infl ux peaks and is 
rapid. Potassium infl ux then occurs slowly up to the 
late repolarization phase.

Electrocardiography
As the body is a good conductor, the electrical activi-
ty described above can be recorded on the body sur-
face and provides us with useful information about 
the rate, rhythm and function of the heart.

The classic description of three bipolar leads on the 
upper limbs and left leg with the heart at the cen-
tre  —  Einthoven’s triangle  —  gives rise to the bipolar 
leads used in current electrocardiograph (ECG) re-
cording. These leads  —  I, right arm negative, left arm 
positive; II, right arm negative, left leg positive; III, 
left arm negative, left leg positive  —  measure the 
electrical potential between the two electrodes and 
record the direction of current fl ow. Current fl owing 
towards the positive electrode results in upward de-
fl ection, and away a downward defl ection. The use 
of unipolar leads, which measure the potential from 
a positive electrode relative to a reference electrode 
at the centre of the heart, provide further informa-
tion. The reference electrode is formed from con-
necting the three limb leads. This gives us the six 
chest leads (V1–V6) and the augmented limb leads, 
which record the potential between one limb and the 
other two, giving a greater amplitude. The ECG dis-
placement at these electrodes is similar to the bipolar 
with fl ow towards the electrode producing an up-
ward displacement. This is best illustrated by com-
paring chest lead V1, which is over the right side of 
the heart, and lead V6, which lies lateral to the left 
side of the heart. The conducted impulse spreads ini-
tially to the LV, which, in addition, has a much larger 
muscle mass. The fl ow recorded initially in V6 will 
therefore be mainly towards the electrode, resulting 
in an upward displacement during ventricular con-
traction. In contrast, measurement at V1 will show 
the fl ow towards it, in the right ventricular muscle 
mass, will be swamped by the larger fl ow away from 
it resulting from left ventricular contraction and the 
initial displacement will be mainly negative (Fig. 
27.5).

The ECG waveform corresponds to the changes 
described in the previous sections and an under-
standing of this relationship is important in interpre-
tation of the normal and abnormal preoperative ECG 
(Fig. 27.6). The P wave is produced by atrial depolari-
zation, and the QRS complex and T wave by 
ventricular depolarization and repolarization, re-
spectively. The ECG waveform also provides evi-
dence of the integrity of the conduction system 
through analysis of the timescale of the complex. 
The PR interval, measured from the start of the P 
wave to the start of the QRS, corresponds to atrial 
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Figure 27.4 Action potential of myocardial cells showing 
the phases 0–4 (see text).
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depolarization and conduction through the AV node, 
and is normally in the range of 0.12–0.2 s. The QRS 
refl ects ventricular depolarization and lasts up to 
0.1 s. The QT interval covers depolarization and re-
polarization and lasts up to 0.43 s.

Abnormalities in the conduction system at the AV 
node produce heart block. This can be graded as: fi rst 
degree (incomplete), where all atrial impulses are 
conducted but slowed resulting in a longer PR inter-
val; second degree, where some but not all impulses 
are conducted (e.g. every second giving 2 : 1 block); 
or a situation in which the PR interval progressively 
lengthens until a ventricular beat is missed (Wencke-
bach); and third degree (complete heart block) in 
which no atrial impulses are conducted and the atrial 
and ventricular rates are independent (atrial usually 
>110 b/min and ventricular <45 b/min, Fig. 27.7). 
Interruption in conduction through the bundle of 
His results in right or left bundle branch block (BBB). 
In left BBB for example, the impulse reaches the 
ventricles only through the right bundle, resulting in 
depolarization occurring fi rst in the RV (in contrast 
to the normal pattern) which then spreads to the left. 
This produces a distinctive change in the ECG trace 
with V1 having no or smaller initial upstroke (LV) 
and the lateral leads having a broader, notched QRS 

V6V1

Figure 27.5 The electrocardiograph (ECG) trace for V1 
and V6.
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Figure 27.6 A normal electrocardiograph (ECG) trace. 
Normal values: P wave 0.06–0.10 s; PR interval 0.12–
0.20 s; QRS wave 0.08–0.12 s; QT interval 0.35–0.45 s.
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QRS P PP PPP QRSQRS Figure 27.7 Electrocardiograph (ECG) 
trace in heart block.
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as the RV depolarizes fi rst and then spreads to the 
LV.

Impairment of, or permanent damage to cardiac 
muscle also produces changes in the ECG trace. An 
inadequate blood supply to an area of myocardium 
results in ischaemic cells with impaired function. Is-
chaemia causes more rapid opening of the potassium 
channels leading to a quicker repolarization. The 
ECG detects this as a fl ow out of the infarcted area 
early in repolarization. As outward fl ow is shown as 
positive, this appears as elevation of the ST segment. 
The altered repolarization phase means that ischae-
mia can produce changes in the T wave, such as in-
version or a biphasic trace. Continuing ischaemia 
will lead to cell death and myocardial infarction. The 
detection of ST segment elevation localizes the site of 
the occluded vessel as these end-arteries supply dis-
crete areas of the myocardium and altered conduc-
tivity will appear as changes in specifi c ECG leads. 
Occlusion of the left anterior descending coronary 
artery will produce an anterior infarction with 
changes in the anteroseptal (V1–V3) and/or antero-
lateral (V4–V6) leads. Infarction in the area supplied 
by the circumfl ex coronary artery (lateral part of 
ventricle) produces changes in leads I, aVL and V6. 
Right coronary occlusion produces an inferior infarct 
with changes in leads II, III and aVF.

120

80

0

mmHg AVO

MVC

ECG P QRS T

Systole 250 m/s Diastole 600 m/s

MVO

AVC

Figure 27.8 Left ventricle (LV; solid 
line), left atrial (LA; dotted line) and 
aortic (dashed line) pressure curves 
during 1 cardiac cycle. AVC, aortic 
valve closes; AVO, aortic valve opens; 
MVC, mitral valve closes; MVO, mitral 
valve opens. The period MVC to AVO 
represents isovolumetric contraction, 
and AVC to MVO isovolumetric 
relaxation.

Mechanical function
To describe the sequence in greater detail it is best to 
start in late diastole. During diastole, blood returning 
to the atria from the systemic or pulmonary circula-
tion passes passively down a pressure gradient into 
the ventricles through the open tricuspid and mitral 
valves. The rate of fi lling slows in late diastole as the 
ventricle distends and the pressure rises towards that 
of the atria, but the passive fi lling accounts for ap-
proximately 70% of ventricular volume.

The fi rst event of systole is atrial contraction, 
which forces some additional blood into the ventri-
cles producing a small increase in intraventricular 
pressure (Fig. 27.8). Ventricular contraction consists 
of two phases: isovolumetric contraction and 
ejection. The initial effect of ventricular muscle 
contraction is an increase in intraventricular pres-
sure which causes the mitral (and tricuspid) valves 
to close (Fig. 27.8). The muscle continues to contract 
with no change in volume and an abrupt increase 
in pressure (isovolumetric contraction) because all 
four heart valves are closed. When the left ventri-
cular pressure exceeds that in the aorta (usually 
approximately 80 mmHg), the aortic valve opens 
and ejection occurs, with contraction continuing 
to a peak intraventricular pressure of approximately 
120 mmHg. With a normal contraction, 70–90 mL 
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blood is ejected and aortic pressure briefl y exceeds 
ventricular pressure. On the right side of the heart, a 
similar sequence occurs, with the pulmonary valve 
opening at approximately 12 mmHg and achieving a 
peak pressure of approximately 25 mmHg. Contrac-
tion on the right side starts after that on the left, but 
ejection occurs slightly earlier as a lower pressure is 
required.

At the end of systole, intraventricular pressure 
falls rapidly and the aortic (pulmonary) valve closes, 
maintaining aortic pressure and starting a period of 
isovolumetric relaxation. At this time, all four valves 
are again closed and the ventricular muscle is relax-
ing round a fi xed end-systolic volume of blood 
(usually approximately 50 mL). This continues until 
atrial pressure exceeds that of the ventricle (approxi-
mately 4 mmHg) and the mitral (tricuspid) valve 
opens and passive fi lling restarts.

Cardiac muscle
In contrast to skeletal muscle, which has large poly-
nucleate cells, cardiac muscle cells are small, with 
only one or two nuclei but with similar striations 
from the regular arrangement of sarcomeres. The 
cells are often described as X- or Y-shaped as they in-
terlink with several neighbouring cells, an arrange-
ment that may spread mechanical stress more 
equally. The electrical impulse is conducted directly 
from cell to cell, without a motor endplate. As each 
cell contracts with every beat, the recruitment and 
summation mechanisms that regulate skeletal mus-
cles do not apply. Mechanical tension is transmitted 
between cells by intercalated discs. Cardiac muscle 
can achieve the highest sustained metabolic rate of 
all the tissues in the human body. Cardiac myocytes 
are specialized for energy production and mechani-
cal work, with up to 40% of the cell volume occupied 
by mitochondria and most of the remainder by con-
tractile fi brils. This continuous high energy demand 
can only be met by aerobic metabolism and, in nor-
mal circumstances, <1% of the total energy comes 
from anaerobic metabolism. In a period of hypoxia, 
this could increase to 10%, but the capacity to gener-
ate adenosine triphosphate (ATP) by anaerobic glyc-
olysis is severely limited, and will soon fail to support 
normal contractile or electrical activity. Glucose 
entry into cardiac cells is insulin-dependent, and 

under normal circumstances approximately 60% of 
the energy comes from free fatty acids, ketone bodies 
and lactate, all of which are completely oxidized to 
carbon dioxide and water. This high energy system, 
therefore, requires a continuous and high oxygen 
supply. The heart is capable of varying oxygen ex-
traction to meet the demand. For example, at rest 
with a heart rate of 70 b/min and a cardiac output of 
just over 5 L/min, the oxygen demand of 250 mL/
min is met by extracting approximately 5 mL oxygen 
per decilitre of blood (measured as AV difference in 
oxygen content). This can be compared with the sit-
uation in severe exercise in an athlete where the ox-
ygen demand could be as high as 3000 mL/min. This 
is achieved with a cardiac output of 20 L/min and the 
oxygen extraction is increased to nearly 15 mL/dL. 
The importance of this for our assessment is the de-
pendence of normal function on supply; that is, a 
continuous adequate level of blood oxygenation, 
and coronary vessels which are capable of supplying 
blood fl ow over a wide range of values. Therefore, in 
a patient with a constriction in a proximal coronary 
vessel, the rate-limiting step will be the inability to 
increase blood fl ow to meet demand (the relation-
ship of pressure, fl ow and resistance is discussed 
below), but in a patient with primarily lung disease 
(e.g. chronic obstructive airways disease [COPD]), 
the limiting factor will be the amount of oxygen in 
the blood supplying the heart.

Left ventricular function
The LV is obviously the prime chamber of the heart, 
the normal functioning of which determines key as-
pects of cardiovascular function. However, LV func-
tion is dependent on the function of the other 
chambers. For example, the output of the LV, cardiac 
output, must be matched by the output of the RV.

The cardiac output is determined by two factors: 
heart rate and stroke volume. Stroke volume (SV) is 
the volume of blood ejected with each ventricular 
contraction. At the end of diastole, the ventricle will 
normally contain approximately 140 mL blood (left 
ventricle end-diastolic volume, LVEDV). A contrac-
tion will normally eject some 70–90 mL (SV), result-
ing in an ejection fraction (SV/LVEDV) of 50–70%. 
Inotropic input, such as exercise, will increase 
LVEDV to maximum of over 300 mL, and may also 
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increase ejection fraction, resulting in an SV of up to 
180 mL.

There is a close relationship between ventricular 
volume and pressure. The relationship between 
LVEDV and LV muscle function can be described 
using pressure–volume loops (Fig. 27.9). These are 
essentially an expression of the length–tension 
(Frank–Starling) mechanism which relates initial 
muscle fi bre length (LVEDV) to tension achieved by 
the subsequent contraction (LV pressure). From this 
it can be seen that with increasing initial length, a 
greater tension will be achieved up to a maximum 

tension above which further increase in length re-
sults in lower tension being reached. A positive ino-
tropic effect will move this curve upwards and to the 
left (Fig. 27.9a). That is, for a given initial length (vol-
ume), a higher pressure will be achieved. Likewise, a 
negative inotropic effect will move it down and to 
the right. This relationship holds for LVEDV and LV 
pressure. The pressure equivalent to the active ten-
sion line is never achieved, as this represents an iso-
volumetric pressure and, in the LV, the aortic valve 
opens when LV pressure exceeds aortic pressure (Fig. 
27.9b). However, for an intact heart, progressively 
increasing LVEDV (length) will generate a larger LV 
pressure and SV. Similarly, increasing volume be-
yond a certain value will result in a progressive fall in 
LV pressure achieved (i.e. a failing heart). The vol-
ume at which this will occur depends on the initial 
state of the myocardium. For example, it can occur, 
rarely, in young fi t individuals in severe exercise or 
with overenthusiastic fl uid resuscitation, but in an 
older person after myocardial infarction (MI) even 
minor changes in cardiac work or fl uid load may pre-
cipitate failure. In the clinical setting, this can be seen 
in situations where the heart is damaged or has an 
increased workload.

Examples of this would include:
• Where LVEDV is increased because of a damaged 
(infarcted) area of ventricular wall, which will bulge 
out rather than contract during systole such that the 
remaining muscle has to generate a higher pressure 
to achieve the same output
• Mitral valve incompetence, where blood will be 
forced into the RA through the leaking valve, dissi-
pating the LV pressure
• In aortic stenosis, when high pressures are re-
quired to force blood through a narrowed orifi ce.

Heart rate
The atrial pacemakers have an inherent rate of ap-
proximately 110 b/min and the ventricles a rate of 
30–40 b/min. The heart rate is modulated by neural, 
humoral and physical inputs.

Neural control is through the parasympathetic 
and sympathetic systems. The parasympathetic com-
ponent is carried in the vagus nerves (right and left) 
which send branches to the SA node. Both have sim-
ilar effects but the right is thought to have the greater 
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Figure 27.9 Pressure–volume relationship for the left 
ventricle (LV). (a) The relationship between initial fi bre 
length (volume) and tension (pressure) achieved and the 
effect of positive (+) and negative (−) inotropy. (b) 
Pressure–volume loops for two different left ventricle end-
diastolic volume (LVEDV) values and LV pressure. The 
theoretical pressure (dashed line) is not reached because of 
opening of the aortic valve.
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role. Vagal stimulation results in acetylcholine re-
lease to muscarinic receptors which cause an in-
creased loss of potassium from the pacemaker cells. 
This has the effect of hyperpolarizing the membrane 
and slowing spontaneous depolarization as more 
calcium then has to enter the cell to reach the depo-
larization threshold. As well as slowing the heart 
rate, vagal stimulation also slows atrial and AV node 
conduction and reduces atrial, but not ventricular, 
contractility.

Sympathetic innervation comes from the fi rst four 
thoracic nerve roots (T1–T4) on both sides. The 
nerves arising from the right side appear to have 
more effect on heart rate (chronotropic) and those 
from the left have more effect on contractility (ino-
tropic). At the SA node, sympathetic stimulation 
causes release of noradrenaline (norepinephrine) 
which facilitates calcium entry, thus increasing the 
rate of spontaneous depolarization. Sympathetic 
stimulation also speeds the rate of conduction in the 
atria, AV node and ventricles and has a positive ino-
tropic effect on atrial and ventricular contraction. 
Catecholamines reaching the heart in the circulation 
have a similar effect.

The resting heart rate is normally approximately 
70 b/min. As the rate for unopposed vagal activity 
would be approximately 40 b/min, and for unop-
posed sympathetic activity 110 b/min, this shows 
that, at rest, vagal tone predominates. The maximum 
heart rate attainable is approximately 200 b/min and 
this decreases with age (220 minus age in years). 
Above a rate of 150 b/min, cardiac output may fall as 
stroke volume decreases, as a result of the short di-
astolic fi lling time. At a heart rate of 60 b/min (1 beat 
per second), systole lasts just under 0.3 s, giving a di-
astolic fi lling time of just over 0.7 s. If the rate is dou-
bled to 120 b/min (1 beat per 0.5 s), systolic time can 
be reduced, but only to approximately 0.2 s, reduc-
ing diastole to 0.3 s. At the other end of the scale, a 
heart rate below 45 b/min may result in a decrease in 
cardiac output as the relatively long diastole will re-
sult in maximal fi lling of the LV and stroke output 
cannot be increased.

Measurement of cardiac output
A number of theoretical and practical methods have 
been used for measurement of cardiac output. All 

the methods have some limitations with respect to 
practicality or accuracy and the majority (indeed, all 
in clinical use) rely on indirect or inferential 
measurements.

The Fick principle relates the fl ow through an 
organ to the amount of a substance taken up per unit 
time and the infl ow–outfl ow difference in concen-
tration of the substance. This can be applied to the 
heart using oxygen uptake. To do this requires know-
ing the oxygen uptake over 1 min (VO2) and the 
mixed venous and arterial oxygen content (CvO2 and 
CaO2). Thus:

Cardiac output = VO2/(CaO2 − CvO2)

The practicalities of maintaining a steady state dur-
ing these measurements make this of limited use.

Measuring the profi le of change in the concen-
tration of an indicator dye, such as indocyanine 
green, has been used to quantify cardiac output. 
However, it is not a quick or regularly repeatable 
technique as the dye, despite having a rapid clear-
ance, tends to accumulate. This has been replaced by 
thermodilution, which is a development of the same 
principle. Injection of a bolus of fl uid, of known 
volume and temperature, results in a transient tem-
perature change downstream. The profi le of this 
temperature change can be detected by a thermistor 
distal to the site of injection. The area under the 
curve of this change can be calculated ‘on-line’ (inte-
grated) and is inversely proportional to cardiac 
output. This technique is used widely with a PA cath-
eter where cold saline is injected through a proximal 
port in the RA and the change is detected by a ther-
mistor placed near the tip of the catheter (10 cm 
distal) in the PA and connected to a computer, which 
calculates cardiac output based on the relationship 
described above. A more recently introduced 
variation on this method is a catheter with a small 
heating fi lament. The fi lament is positioned on a PA 
catheter so that it lies within the RV. A pulsed current 
produces a rapid local heating which can be continu-
ously detected as temperature change distally. This 
has been used to give a ‘continuous’ measure of car-
diac output by regular (e.g. 30 s) measurement and 
averaging. This has been shown to give fairly accu-
rate and reproducible measurements in clinical 
practice.
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Other methods of measuring cardiac output, in-
cluding echocardiography, radionucleotides, Dop-
pler and pulse pressure are discussed below.

Afterload
The function of the arterial system is to ensure a 
continuous and adaptive supply of oxygen and nu-
trients to all body tissues. Its structure refl ects these 
requirements. The aorta and main arteries have to 
cope with high pressure and high fl ow. Their struc-
ture allows them to withstand large pressure changes 
and also to deliver blood to the tissues at an appro-
priate fl ow rate and perfusion pressure. The vessel 
wall is relatively thick and not readily distensible 
which minimizes the loss of energy from ventricular 
ejection and thus maintains systolic and diastolic 
pressures. In the larger arteries that conduct blood to 
the periphery, the middle layer of the arterial wall 
contains more elastic tissue than smooth muscle tis-
sue. This elasticity has the effect of dampening out 
peaks and troughs in the pressure waveform. That is, 
the systolic peak pressure is lower, and diastolic 
higher, than would occur in a rigid system. This ef-
fect can be seen in elderly patients with arteriosclero-
sis where a larger pulse pressure (systolic minus 
diastolic) is found, and the opposite in children, 
where the more elastic vessels result in a lower pulse 
pressure. The net effect of this is that blood arrives at 
the start of the arterioles with a pulsatile pressure of 
approximately 90–70 mmHg and a mean fl ow rate of 
approximately 25 cm/s. Flow in the arteries is usually 
laminar which minimizes the energy lost. Turbu-
lence can occur in areas of high fl ow velocity or distal 
to an area on narrowing in a vessel. Turbulence 
causes energy loss to the vessel wall which can be 
recognized by palpation or auscultation. Clinical ex-
amples of this would be the systolic murmur and 
thrill accompanying a stenotic aortic valve and the 
bruit heard over a severely narrowed carotid artery. 
These meet both the conditions of high fl ow and nar-
rowing. The Korotkoff sounds delected by ausculta-
tion are also an effect of turbulent fl ow occurring as 
blood fl ow restarts beyond the compressed segment 
of artery.

Vessels with a diameter <500 µm, down to a size of 
around 20 µm, are classifi ed as arterioles. Like arter-
ies, they have a thick wall, but the middle layer is 

predominantly smooth muscle. The muscle layer has 
a key role in regulating tissue blood fl ow and main-
taining systemic pressure (see below). The arterioles 
are responsible for the delivery of oxygen to the ac-
tual tissues within an organ or system. They sequen-
tially bifurcate, getting smaller and smaller until they 
become the capillary bed. While the individual ves-
sels are getting smaller, there is a huge increase in the 
number of vessels, resulting in a marked increase in 
cross-sectional area. This has two effects: the rate of 
fl ow slows (to <1 cm/s at the capillaries) and the pul-
satile pressure waveform smoothes out to a steady 
pressure of 30–40 mmHg. Thus, in normal circum-
stances, blood is delivered to the tissues at a consist-
ent rate with an adequate perfusion pressure. 
Although the resistance to fl ow in an individual cap-
illary is obviously greater than in a single arteriole, 
total resistance falls. This can be explained by the 
large number of capillaries arising from an arteriole, 
which form a set of resistances in parallel. In a system 
of parallel resistances, total resistance is the sum of 
the reciprocals of the individual resistances (in con-
trast to resistances in series where total resistance is 
the sum of the individual resistances). In a parallel 
system, the conductance (reciprocal of resistance) is 
therefore summatively increased. This results in a 
low resistance, high conductance system.

The term microcirculation is used to describe the 
complex of arterioles, capillaries and venules that are 
involved in tissue perfusion. The arterioles undergo 
sequential bifurcation, becoming thinner walled 
until they merge into the capillary system, which in 
turn divides into a mesh of vessels (capillary bed) 
within a small area of tissue. At the distal side of a 
capillary bed the reverse process occurs, with the 
capillaries merging to form venules. Control of fl ow 
in the microcirculation is complex with neural, hu-
moral and local factors all able to contribute. The 
proximal arterioles have dense sympathetic inner-
vation which serves to regulate fl ow to a tissue bed. 
At the level of precapillary arterioles the innervation 
is much less dense and humoral (e.g. catecholamines) 
and local (e.g. cytokines) factors exert the major 
infl uence. Other circulating factors, in addition to 
catecholamines, that produce constriction in the 
microcirculation include angiotensin II and vaso-
pressin, and those that produce dilatation include 
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acetylcholine, artial natriuretic peptide (ANP), ade-
nosine, kinins and prostaglandins. Local factors 
infl uencing vessel tone and diameter include meta-
bolically and locally released substances. Metabolic 
infl uences include PO2, PCO2, pH, lactate, calcium 
and potassium. For example, local hypoxic condi-
tions (↓ PO2, ↑ PCO2, ↓ pH and ↑ lactate) will cause va-
sodilatation, producing a strong enough stimulus to 
override opposing neural or circulating input. Local-
ly released factors that produce vasodilatation in-
clude adenosine, nitric oxide and histamine, while 
endothelin produces vasoconstriction.

Blood pressure
The relationship between blood pressure and cardiac 
output can be explained on the basis of Ohm’s law, 
which in its usual form states that:

Voltage = current × resistance

but this can be adapted to:

Arterial pressure = cardiac output (CO) × peripheral 
resistance (PR)

Stated simply, this means that changes in arterial 
pressure can be brought about by changes in rate of 
fl ow of blood from the heart (cardiac output) or 
changes in the diameter of arterial vessels (peripher-
al resistance). In practice, the two factors have a dy-
namic interaction which involves related changes in 
both. For example, in acute haemorrhage the arterial 
pressure is maintained initially, despite a fall in cardi-
ac output, by peripheral vasoconstriction (increased 
resistance).

The key element in peripheral resistance is the ar-
terioles (or precapillary resistance vessels) which are 
15–100 µm in diameter. From Poiseuille’s law:

Q = π (P1–P2) r
4/8 ́ηL

where Q is fl ow, P1–P2 is the pressure difference over 
the system, r is the radius of vessel, r is viscosity and L 
is length of vessel.

While the viscosity and length are obviously im-
portant elements of this, they will not vary much 
with fl ow. Thus, the equation can be developed to 
show that:

Resistance = 8ήL/πr4

This means that resistance is inversely proportional 
to the radius4, which means that small changes in ra-
dius have a major effect on resistance. For example, 
halving the radius (with pressure, viscosity and 
length unchanged) would result in fl ow decreasing 
to 1/16th. Intuitively, this would appear to suggest 
that arterial pressure would increase as blood moved 
to the periphery. However, the result of the numer-
ous branchings of the arteries is a huge increase in 
cross-sectional area. The aorta has a diameter of ap-
proximately 2.5 cm and a cross-sectional area of ap-
proximately 4.5 cm2, the main arteries of a diameter 
of approximately 0.4 cm have a total area of approxi-
mately 20 cm2 and the arterioles an area of approxi-
mately 400 cm2. This means that, in the presence of a 
normal cardiac output, pressure is reasonably well 
maintained from the aorta to the arteries but declines 
across the arteriolar bed from a pulsatile 90–70 mmHg 
to a virtually non-pulsatile 40 mmHg.

The units used for quantifying peripheral resist-
ance are dynes/s/cm5. This is arrived at from 
resistance being pressure (mmHg)/fl ow (mL/min). 
Pressure can be expressed as dynes/cm2 and fl ow as 
cm3/s. Putting these units into the pressure–fl ow 
equation resolves to dynes/s/cm5. The normal range 
for systemic vascular resistance is 700–1500 dynes/s/
cm5, which is much greater than the pulmonary vas-
cular resistance (80–300 dynes/s/cm5).

To bring together the structural elements of the ar-
terial system and effect on peripheral resistance, it is 
worth reviewing the distribution of blood fl ow (car-
diac output) to the various tissues and organs. At 
rest, with a cardiac output of 5 L/min, the vital organs 
will receive approximately 70% of the total fl ow 
(brain approximately 750 mL/min, the kidneys and 
gut/liver approximately 1200 mL/min each and cor-
onary fl ow of 250 mL/min). Of the remainder, total 
muscle blood fl ow may be approximately 1000 mL/
min and skin receives approximately 200 mL/min. 
The distribution of blood fl ow adapts to various 
physiological and clinical changes. In exercise, the 
arteriolar beds of the muscles open up to meet the in-
creased metabolic requirement of the muscle cells 
and changes including increased heart rate, increased 
cardiac output and diversion of blood fl ow away 
from tissues such as the gut occur to maintain the 
perfusion pressure.
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Control of blood pressure
The control of arterial pressure demonstrates a clas-
sic feedback loop with sensors, integrating centre 
and effectors. The principal sensors involved in con-
trol of arterial pressure are the baroreceptors located 
in the carotid sinus and aortic arch. These are stretch 
receptors whose rate of discharge increases with in-
creasing arterial pressure (Fig. 27.10). Additional in-
puts come from other stretch receptors in the heart 
and pulmonary circulation which respond to chang-
es in blood volume, thus are activated by events like 
haemorrhage, and also from chemoreceptors in the 
pulmonary and systemic circulation which, while 
primarily responding to changes in oxygen and 
carbon dioxide content, are active in response to hy-
potension. The impulses are carried in the glossopha-
ryngeal and vagus nerves to the vasomotor and 
cardioinhibitory centres in the medulla, ventral to 
the fourth ventricle. The latter appears to have spe-
cifi c inhibitory and stimulatory areas. The medullary 
centres have connections, in both directions, with 
the hypothalamus and cerebral cortex, which appear 
to be involved in integrating responses. These cen-
tres modulate a feedback loop with the afferent (sen-
sor) input from the baroreceptors altering the 
efferent (effector) output. The efferent output goes 
mainly to the autonomic nervous system but also 
involves neurohumoral responses. The autonomic 
responses involve both the sympathetic and para-
sympathetic divisions and are immediate, but the 

neurohumoral response tends to be slower. For ex-
ample, haemorrhage leading to a sudden decrease in 
arterial pressure will cause decreased afferent im-
pulses which result in a stimulation of vasoconstric-
tor activity and an inhibition of the cardioinhibitory 
centre. This produces an increase in heart rate, vaso-
constriction and a rise in arterial pressure which in-
creases the afferent input. The change in intravascular 
volume will also have been sensed and the neurohu-
moral responses involving the renin–angiotensin–
aldosterone system and atrial natriuretic peptide will 
be activated to restore blood volume.

Preload
Blood volume and distribution
In adults, total blood volume (TBV) is approximately 
70 mL/kg but in young children this is nearer 80 mL/
kg. This gives a TBV of around 5 L in a 70-kg adult. 
The distribution of the blood around the body 
will obviously vary with activity, position (e.g. 
Trendelenburg) and disease state (e.g. sepsis). At 
rest, approximately 12% of TBV is contained in 
the heart, 18% in the pulmonary circulation, 11% 
in the systemic arterial vessels, 5% in capillaries 
and the remaining 54% in the venous system. This 
clearly demonstrates the functions of the arterial and 
venous systems, with the latter containing nearly 
fi ve times the volume of the supply vessels, showing 
its role as a capacitance reserve for changes in 
demand.

Cortex

Hypothalamus

Medulla

Integrator

Sensors

Carotid sinus
Aortic arch
Right atrium
Chemoreceptors

Effectors

Heart
Peripheral vessels
(arteries and veins)
Kidney
Adrenal

                   Vagus and
glossopharyngeal

            nerves

Sympathetic and
    Parasympathetic nerves

Figure 27.10 Control of arterial 
pressure. The primary components of 
the feedback loop and the most 
important parts of each are shown in 
bold type.
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There are a number of methods for measuring 
TBV. The simplest involve injection of a dye, such as 
Evans blue, which is bound to plasma proteins and 
does not immediately go into tissues, or radiolabelled 
(iodine-125) albumin and measuring the resultant 
concentration following mixing. As these indicators 
are plasma protein bound and do not readily enter 
red cells, this allows calculation of plasma volume 
(dose/measured concentration). Measurement of 
the haematocrit then allows calculation of TBV:

TBV = plasma volume × 1/1 − haematocrit

For example, a measured plasma volume of 3.6 L 
and haematocrit of 0.4 would give a TBV of 6 L 
(3.6 × 1/0.6 = 3.6 × 1.66 = 5.98).

Venous return
The pressure at the venous end of a capillary bed 
is approximately 10 mmHg. As normal central ve-
nous pressure is 0–4 mmHg, this does not result 
in a large pressure gradient for fl ow back to the heart. 
The effect of gravity has also to be taken into account. 
In a supine position, the venous pressure in the 
feet and head will be a few mmHg greater than 
the central venous pressure. However, abruptly 
moving to an upright position will increase the 
pressure in the foot by the weight of the column 
of blood above it and decrease the pressure in the 
head. This would cause pressure equivalents of 
+90 mmHg in the feet and −30 mmHg in the head, re-
sulting in pooling of the blood in the feet. This does 
not occur, as the lower limb veins constrict in re-
sponse to the distension and this maintains venous 
return.

A number of mechanisms ensure that venous re-
turn is maintained both at rest and in exercise; skele-
tal muscle contractions force blood out of the adjacent 
veins and valves ensuring unidirectional fl ow (mus-
cle pump), sympathetic neural input varies the ca-
pacity of the venous system by adjusting vessel 
diameter (venous tone), and the negative intratho-
racic pressure generated by inspiration increases ve-
nous fl ow into the thoracic veins (thoracic pump). 
These effects can be illustrated by exercise, where in-
creased muscle pumping, increased sympathetic 
tone and increased respiratory effort result in an in-
creased venous return required for the increased car-

diac output. In contrast, a ‘vasovagal’ faint can occur 
with prolonged quiet standing, because of decreased 
muscle and thoracic pumping and lowered venous 
tone.

Assessment of function

An understanding of the scientifi c basis of cardiovas-
cular function is essential in anaesthesia to allow ap-
propriate assessment of patients. This applies to 
preoperative assessment of elective surgical patients, 
to trauma patients, to severely ill patients in the in-
tensive care unit (ICU) and to patients with postop-
erative problems. The ability to relate the history and 
examination fi ndings to likely physiological mecha-
nisms will lead to appropriate investigation and 
treatment. Indeed, awareness of the simple relation-
ships stated above (CO = HR × SV and BP = CO × PR) 
acts as a good starting point.

History
The initial assessment of cardiovascular function 
will involve an accurate history. It is important to 
understand the physiological basis of common 
cardiovascular symptoms. For example, limitation 
of exercise capability of cardiovascular origin, mani-
fest by shortness of breath after walking 100 m on the 
fl at or climbing one fl ight of stairs, demonstrates that 
the heart is incapable of sustaining the required out-
put to supply peripheral tissues with oxygen. This 
essentially means that the heart is incapable of in-
creasing cardiac output to match requirements and 
has therefore been unable to increase heart rate (HR) 
and/or SV. Further questioning may help to deter-
mine whether this is related to the HR (e.g. rhythm 
disorder such as heart block), SV (e.g. left ventricular 
failure) or outlet obstruction from aortic valve 
stenosis.

A further important element of assessment is a 
drug history. The ‘pharmacological’ action of a drug 
acting on the cardiovascular system results in a 
‘physiological’ change, the effect of which can be 
measured. For example, β-adrenergic blockade will 
result in a lowering of raised arterial pressure. This is 
achieved by a number of mechanisms including de-
creased contractility, decreased HR and decreased 
peripheral resistance. The effects of commonly used 
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Table 27.1 The effect of commonly used cardiovascular drugs on preload, contractility, afterload and heart rate. After Ross 
[1].

 Preload Contractility Afterload Rate

Cardiac glycosides ↓ ↑↑ ↓ ↓↓

PDE inhibitors – ↑↑ ↓↓ –

Thiazide diuretics ↓↓ – ↓ –

Loop diuretics ↓↓↓ – – –

Acetazolamide ↓ – – –

Adenosine – ↑/– Local regulation ↓ ↓↓

Ia Quinidine – ↓ ↓ ↓↓

Ib Lidocaine – – – ↓↓

Ic Flecainide – ↓↓ – ↓↓

II β-Blocker – ↓↓ – ↓↓

III Amiodarone – –/↓ – ↓↓

IV Ca channel block –/↓ ↓↓(V) ↓(N) (V)↓/↓↓(N) ↓

K+ channel block ↓↓ ↓ ↓↓ –

ACE inhibitors ↓↓ ↑ ↓↓ –

Angiotensin-II antagonist (losartan) ↓↓ – ↓↓ –

Direct vasodilators (hydralazine) – – ↓↓ –

Central vasodilators (clonidine) ↓↓ – ↓↓ ↓

Nitrates ↓↓↓ ↑ Regional perfusion ↓↓ Higher doses –

α-Blockers ↓↓ – ↓↓ –

α-Agonists ↑↑ – ↑↑↑ –

β1-Agonists  – ↑↑ – ↑↑

β2-Agonists  ↓↓ – ↓↓ ↑↑

↓ Mild; ↓↓ moderate; ↓↓↓ marked decrease (↑ increase).
ACE, angiotensin-converting enzyme; N, nifedipine; PDE, phosphodiesterase; V, verapamil.

cardiovascular drugs on the key elements of cardio-
vascular function are summarized in Table 27.1.

Examination
The fi ndings on examination of the cardiovascular 
system, as well as being discrete measures of func-
tion, can also be combined into the structure of 

preload–pump–afterload discussed above. For ex-
ample, in the examination of a trauma patient in 
whom ongoing haemorrhage is suspected  —  HR and 
BP (pump), peripheral perfusion, pallor (afterload), 
venous return (preload)  —  or identifying the site of 
the lesion in a patient with signifi cant valvular 
disease.
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Investigations
Electrocardiography
As well as the basic data on heart rate and rhythm, 
the 12-lead ECG can provide information on con-
duction defects, ventricular hypertrophy, previous 
ischaemic damage and ongoing myocardial ischae-
mia. Further information on functional reserve can 
be gained from an exercise ECG. This involves the 
patient walking on a treadmill set at a fi xed protocol 
of increasing severity with continuous ECG record-
ing. The outcome measures will include the amount 
of the programme the patient can complete, the 
maximum HR achieved, the time for HR to return to 
baseline value after exercise and evidence of myo-
cardial ischaemia. Thus, a patient with a normal ex-
ercise ECG would complete the full programme, 
achieve an appropriate maximum heart rate, which 
returns promptly to baseline after fi nishing, and 
show no evidence of ischaemia at any stage. Abnor-
mal results are essentially a marker of pump failure 
and would include inability to complete the test be-
cause of breathlessness, angina or ECG changes; fail-
ure to achieve an expected maximum HR response; 
overshooting the maximum HR; prolonged recovery 
time for the HR; and signifi cant changes in rhythm. 
In a patient physically unable to manage a standard 
exercise test (e.g. after amputation for peripheral 
vascular disease), a pharmacological stress test using 
either a vasodilator, such as dipyridamole, or an ino-
trope, such as dobutamine, can be used to assess 
the integrity and capacity of the cardiovascular 
responses.

Arterial pressure
Measurement of arterial pressure using a sphyg-
momanometer and Riva–Rocci cuff detects systolic 
and diastolic pressure from the sounds produced by 
turbulent fl ow. As the cuff pressure decreases below 
systolic pressure, some blood is able to pass through 
the narrowed artery. The narrowing of the vessel re-
sults in a faster fl ow/unit pressure (Ohm’s law  —  see 
above) and the speed of fl ow exceeds critical veloc ity, 
producing turbulent fl ow which can be heard 
by auscultation. When the cuff pressure is below 
systolic but above diastolic pressure, fl ow is inter-
rupted during each pulsation giving a distinct sound 
on auscultation. Below diastolic pressure the fl ow 

may still be turbulent but is continuous, thus sound-
ing muffl ed. Automated cuff systems use various 
methods to detect the turbulent fl ow and identify 
systolic and diastolic pressure. Direct measurement 
of arterial pressure with a cannula placed in an artery 
is used intraoperatively and in intensive care. The 
transducer is placed at the estimated level of the 
RA. Plac e ment above this level would lead to an 
underestimation of pressure, and below to an 
overestimation.

Cardiac output
A number of other investigations are used to provide 
information on cardiac function as part of an 
assessment.

Radionucleotides
Intravenous injection of a radionucleotide, such as 
technetium-99, can be used to quantify ventricular 
volume and ejection fraction (ventriculography) by 
gated X-ray scanning. This is an accurate method but 
it requires specialized radiology facilities and is not 
appropriate for repeated measurements because of 
the radiation exposure required. Injection of the nu-
cleotide thallium can be used to identify areas of my-
ocardium that are infarcted or have borderline 
perfusion. Thallium is taken up by myocardial cells. 
It is given after a dose of dipyridamole, a coronary va-
sodilator that can precipitate myocardial ischaemia. 
The heart is scanned to detect areas in which uptake 
has not occurred: a perfusion defect. The scan is 
repeated 4 hours later when the vasodilator is no 
longer effective. The scans are compared to show 
perfusion defects that are present in both and are 
therefore irreversible and represent infarcted tissue, 
and those that are not present on the second scan and 
are, thus, reversible, indicating ischaemic tissue.

Echocardiography
Ultrasonic examination of the heart and major ves-
sels can give useful information on cardiac function, 
either as preoperative assessment or intraoperative 
monitoring. The probe can either be placed external 
to the chest wall (transthoracic) or in the oesophagus 
(transoesophageal). The penetration of ultrasonic 
waves decreases with increasing frequency but 
higher frequency gives better defi nition. Therefore, 
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transthoracic ultrasound uses frequencies of 1–
7 MHz, as the chest wall has to be crossed, but the 
transoesophageal probe uses 3.5–7 MHz as there is 
less tissue to cross, and can give higher defi nition. The 
two-dimensional images can give both structural and 
functional assessments. The valves can be visualized 
to identify damage or evidence of retrograde fl ow 
(e.g. mitral incompetence) and the chamber wall, 
particularly LV, for abnormalities in motion (e.g. 
an ischaemic or infarcted area will not show contrac-
tion during systole and may move in the opposite di-
rection to adjacent contracting muscle). Measurement 
of the images can help to quantify ventricular func-
tion by calculating LVEDV and ejection fraction. In-
traoperatively, images of LV fi lling give an estimate of 
preload, thus guiding fl uid therapy and the use of in-
otropes. The use of a calculated SV and concurrent 
HR gives an estimate of cardiac output.

Transoesophageal Doppler
An image of the descending aorta can be obtained by 
placing an ultrasound probe in the oesophagus. 
Using a Doppler technique, the pattern of refl ection 
of the ultrasound beam can be used to calculate the 
velocity of fl ow. The diameter of the aorta can either 
be assumed, on the basis of age, height and weight, or 
measured with the ultrasound at the start. It follows 
that measuring the profi le of fl ow velocity per con-
traction through a known cross-sectional area will 
allow estimation of cardiac output and stroke vol-
ume. Plotting the fl ow velocity against time results in 
a triangular profi le with a steep upward slope to a 
peak and a more gently sloped tail. The upward slope 
and peak value refl ect contractility and the area 
under the curve relates to volume. The trace can 
therefore give an indication of cardiac function and 
volume status. Thus, the trace in hypovolaemia will 
be narrower and more peaked; in cardiogenic shock, 
the peak would be lower and the profi le more 
rounded; and in a hyperdynamic state, the peak will 
be higher and the tail wider and longer. This tech-
nique has been used to direct fl uid therapy and 
inotrope infusion in major surgery and in the inten-
sive care setting.

Pulse pressure and cardiac output
There has been long-standing interest in using a pe-

ripherally measured pulse as a measure of stroke vol-
ume and cardiac output. It is logical to assume that 
the magnitude of a detected pulse will be related to 
the volume of blood generating that pulse (SV). 
There are a number of problems inherent to this con-
cept: the compliance of the arterial system, in partic-
ular the large vessels, is non-linear; the profi le of the 
waveform will vary with the size of vessel the meas-
urement is taken in; interference from peripherally 
refl ected waves will alter the profi le; and damping 
can occur in the vessels and in a measuring system. 
However, a number of techniques have been used to 
overcome these problems, including pulse-contour 
analysis and pulse-power analysis. These systems re-
quire an initial calibration of cardiac output (e.g. lith-
ium dilution) and have an in-built algorithm taking 
into account compliance, waveform and vessel site 
and size. These systems use a peripheral arterial line 
and the measured SV and cardiac output have been 
shown to correlate well with that measured with 
more invasive methods.

Conclusions

Assessment of the cardiovascular system requires in-
tegration of a series of potentially complex interac-
tions. Starting with a simple model, it is possible to 
develop an understanding of the structure and func-
tion of each unit. With this knowledge, the clinician 
is then able to explore the relationship between these 
units and their interactions. This is perhaps best illus-
trated in assessing the cardiovascular status of a pa-
tient following haemorrhage, where the responses 
of each unit are defi nable but are also clearly interde-
pendent. It is important, when faced with increas-
ingly complicated and sophisticated information 
available from monitors and investigative methods, 
that the clinician has a clear understanding of the 
basic principles governing the function of the cardio-
vascular system, in order to apply this information 
correctly.
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CHAPTER 28

Assessment of respiratory function
Stuart Murdoch

Introduction

The aim of assessment in the context of anaesthesia 
and the preoperative evaluation of a patient is in part 
to predict the likelihood of complications following 
the planned surgery. This information may also be 
used to infl uence the decision to proceed to surgery: 
some surgery may be inappropriate in view of a large 
perioperative risk, although some high-risk surgery 
is still appropriate when the consequences of leaving 
the disease untreated are known. It is also used in the 
decision as to what anaesthetic technique to employ, 
if a patient needs high dependency or intensive care 
afterwards, and to inform the patient as part of the 
consent process.

Respiratory complications are a major cause of 
morbidity and mortality after surgery. Some studies 
have recorded them to be the most common postop-
erative complication encountered, with a greater 
incidence than those affecting the cardiovascular 
system. However, although several scoring systems 
have been developed for cardiac complications, little 
work exists predicting the development of respi-
ratory problems. The Goldman cardiac-risk index, 
however, can be used to predict pulmonary as well as 
cardiac complications [1]. Much of the work that has 
been carried out examining risk in relation to pulmo-
nary complications has focused on small numbers of 
patients undergoing thoracotomy or lung resection. 
This chapter mainly deals with the far greater number 
of patients undergoing non-thoracic surgery, which 
includes a signifi cant number of patients with co-
existent lung disease.

There are a large number of potential complica-
tions affecting the respiratory system postopera-
tively; these can vary greatly both in their signifi cance 
and their severity. Complications encountered in-

clude pneumonia, respiratory failure and the need 
for respiratory support, atelectasis, hypoxia and the 
exacerbation of any underlying respiratory disease. 
Any one problem can vary greatly in the extent to 
which it affects a patient. Pneumonia can be such 
that the patient has minimal problems but has a pro-
ductive cough, to the patient who is severely affected 
and needs artifi cial ventilatory support, developing 
sepsis and requiring support for multiorgan failure. 
Similarly, hypoxia can be transient and easily re-
solved resulting in the need for physiotherapy or 
minimal respiratory support such as continuous pos-
itive airway pressure (CPAP), or be signifi cant and 
unresponsive to simple measures and again result in 
a need for ventilatory support for a period of time. 
The diffi culty in defi ning respiratory complications 
makes comparison of studies diffi cult; studies also 
differ in the time at which they assess respiratory 
complications, with some studies only assessing 
complications up to 24 hours postoperatively, while 
others examine complications up to 72 hours or even 
the full length of stay of the patient. In patients un-
dergoing major non-thoracic surgery, it has been re-
ported that 10–30% of patients have postoperative 
respiratory problems. Very few studies defi ne how 
anaesthetic management of a patient is altered fol-
lowing preoperative assessment, or if some patients 
have had their surgery altered or cancelled. The 
development of respiratory problems can lead to a 
prolongation of hospital stay as well as an increase in 
mortality.

The most important part of any preoperative as-
sessment is the history and examination of the pa-
tient. This will identify the majority of patients at risk 
of complications, and only then should specialized 
test and investigations be considered. The studies 
that have been performed using laboratory testing of 
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pulmonary function to predict pulmonary complica-
tions have generally failed to demonstrate superior 
sensitivity or specifi city compared with simple his-
tory and examination of the patient in predicting the 
risk of respiratory complications in non-thoracic 
surgery [2].

History

Chronic obstructive pulmonary disease
Chronic obstructive pulmonary disease (COPD) is a 
syndrome of progressive airfl ow limitation caused 
by chronic infl ammation of the airways and lung 
parenchyma [3]. It typically presents in smokers and 
may not present until substantial deterioration in 
respiratory function has occurred. It results in a 
decrease in forced expiratory volume in 1 second 
(FEV1), an increase in functional residual capacity 
(FRC), hyperinfl ation of the chest, hypoxia and a de-
crease in exercise tolerance. Before embarking on 
surgery, the medical management of the patient 
should be optimized where possible. This may in-
volve the use of steroids, antibiotics, physiotherapy 
and bronchodilators. Several studies have examined 
the relationship between pre-existing COPD and 
postoperative pulmonary complications. They uni-
formly report an increase in the incidence of such 
complications.

In a study by Wong et al. [4] of patients with severe 
COPD (FEV1 < 1.2l) undergoing surgery, of whom 
95% had duration of surgery longer than 2 hours, 
37% had major pulmonary complications. Overall 
2-year survival in this group of patients was less than 
50%, similar to that of patients with severe cardiac 
disease. The factor most predictive of outcome, how-
ever, was the American Society of Anesthesiologists 
(ASA) classifi cation. This probably refl ects the multi-
factorial cause of pulmonary complications and the 
fact that one of the major causes of respiratory dis-
ease and COPD, smoking, also has a signifi cant im-
pact on the cardiovascular system.

In a similar group of patients (FEV1 < 50% of 
predicted), Kroenke et al. [5] demonstrated similar 
results, with 29% of patients having signifi cant post-
operative pulmonary problems. The major predic-
tors of pulmonary complications were type and 
duration of operation, as well as the patient’s ASA 

classifi cation. Mortality in this study was strongly as-
sociated with patients undergoing cardiac surgery.

Smoking
Smoking is a major risk factor for postoperative 
pulmonary complications. Studies consistently 
demonstrate a signifi cant increase in pulmonary 
complications in smokers following surgery com-
pared with non-smokers. A sixfold increase in pul-
monary complications in smokers after abdominal 
surgery compared with non-smokers has been re-
ported [6–8]. It is diffi cult to separate a pure smoking 
effect in studies from that resulting from end-organ 
damage brought about by smoking, although in 
practice this is of little practical importance. How-
ever, an increase in postoperative pulmonary com-
plications in smokers without chronic lung disease 
has been demonstrated [9].

Smoking results in decreased cilia function and in-
creased mucus production, leading to a failure to 
clear secretions, airway plugging and collapse, lead-
ing to postoperative complications. Stopping smok-
ing prior to surgery is associated with a short-term 
increase in pulmonary complications compared with 
smokers but a return to a normal rate of complica-
tions over time. The time period over which an in-
crease in complications occurs may be 2 months or 
longer, and the increase in risk of complications is 
greatest in those patients who reduce smoking clos-
est to surgery. In cardiac surgical patients, a fourfold 
increase in pulmonary complications has been ob-
served in those giving up smoking within 2 months 
of surgery compared with non-smokers [10]. The 
reason for the increase in pulmonary complications 
following a reduction in smoking prior to anaesthe-
sia is hypothesized to be an increase in sputum pro-
duction following the reduction in smoking [11]. An 
alternative hypothesis is that the observation is a 
result of selection bias, with those people reducing 
cigarette consumption prior to surgery being more 
unwell.

Asthma
Asthma is among the most common respiratory dis-
eases, affecting a wide age range of patients and pre-
senting a broad spectrum of disease severity. Early 
studies reported a high incidence of pulmonary 
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perioperative complications, with over one-quarter 
of patients affected [12,13].

A more recent review of the medical records of 706 
patients with asthma undergoing surgical proce-
dures, looking at the frequency of bronchospasm 
and laryngospasm, documented only 12 cases (1.7%) 
of bronchospasm and two cases of laryngospasm. 
These complications were associated with higher 
ASA status, recent use of anti-asthmatic drugs, re-
cent asthma symptoms and recent medical admis-
sion for asthma [14]. This study, together with other 
more recent studies, seems to indicate that patients 
with active disease are more at risk of pulmonary 
complications than those patients with the disease 
but with no recent symptoms; this latter group have 
an incidence of pulmonary problems close to that of 
the general population.

In a prospective study of perioperative outcomes 
which included 486 patients, 1.7% experienced a se-
vere respiratory problem, including 0.81% who had 
bronchospasm [15]. In the non-asthmatic group, 
0.94% experienced severe pulmonary problems 
and 0.13% bronchospasm. However, after statistical 
analysis of the data the authors claimed that asthma 
was not predictive of severe pulmonary complica-
tions or bronchospasm. Examination of the ASA 
closed claims project database revealed 88 cases of 
bronchospasm resulting in patient injury [16]. Of 
these claims, 28 patients (32%) had a history of asth-
ma. This is in the context of a reported 4% incidence 
of asthma in the general population of the USA.

In conclusion, asthma is a predisposing factor for 
bronchospasm in patients undergoing anaesthesia. 
In the general population with a label of asthma or 
inactive asthma, there is probably a small increase in 
the risk of postoperative pulmonary complications. 
In patients with active disease, the risk of complica-
tions is signifi cantly increased and it is this that is 
used to justify the routine use of preoperative bron-
chodilators and steroids. Indeed, it may be that the 
routine use of these drugs has resulted in a decrease 
in morbidity in the asthmatic population undergoing 
anaesthesia.

Obesity
There is little evidence to support the assumption 
that obesity is a major risk factor for postoperative 

pulmonary complications [17]. Most studies have 
failed to demonstrate any signifi cant difference in 
the incidence of pulmonary complications between 
obese and non-obese patients [18,19]. However, the 
incidence of sleep apnoea is signifi cantly increased in 
the morbidly obese [20] and care must be taken in 
the use of opiates in this group of patients, who must 
also be carefully monitored postoperatively in case of 
apnoea.

Examination

Examination of the respiratory system should have a 
structured approach. This usually begins with a gen-
eral examination of the patient and then proceeds to 
focus specifi cally on the respiratory system. Impor-
tant information of relevance to the anaesthetist in-
cludes the patient’s breathing pattern, the presence 
of cyanosis and signs in the chest indicative of infec-
tion or chronic obstructive pulmonary disease.

Chest X-ray
Chest X-rays are often performed prior to elective 
surgery, and a large number of studies have investi-
gated their use [21–23]. These studies have reported 
a relatively small number of positive results (abnor-
malities seen on chest X-ray) and a smaller number 
of changes in anaesthetic management based on the 
results of the X-ray. In 1992, the Royal College of 
Radiologists described criteria to help decide which 
patients should receive a chest X-ray prior to surgery 
[24]:
• Those with acute respiratory symptoms
• Those with possible metastases
• Those with suspected or established cardiorespira-
tory disease who have not had chest radiography in 
the past 12 months.

The recommendations by the National Institute 
for Clinical Excellence (NICE), who recently re-
viewed all preoperative investigations prior to elec-
tive surgery, suggest that a chest X-ray should only 
be routine in patients prior to cardiovascular surgery, 
and in patients about to undergo major surgery who 
are over the age of 60 years and have signifi cant 
cardiovascular disease. This is similar to the most 
recent recommendations by the Royal College of 
Radiologists.
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Pulmonary function testing
Studies examining the use of pulmonary function 
preoperatively in patients undergoing non-thoracic 
surgery have found confl icting results. Older studies 
give a high predictive value to the use of spirometry 
over that of history and examination to predict com-
plications and has led to a recommendation by the 
American College of Physicians advocating their 
more widespread use [25]. More recent studies have 
failed to demonstrate such an equivocal predictive 
value, especially when clinical descriptive data is 
taken into account, and many of the abnormal val-
ues obtained from spirometry could be predicted 
by the patient’s known underlying disease.

In a study of 361 patients undergoing laparotomy, 
Barisone et al. [26] recorded a history from patients, 
and performed a pulmonary physiological evalua-
tion to record all standard respiratory variables. A 
standard anaesthetic technique was employed and 
the patients were followed for evidence of serious 
respiratory complications. Fourteen per cent of 
patients had severe respiratory complications and 
of these three patients died as a result of such compli-
cations. Analysis was performed on the data col-
le ct ed to identify predictive variables for respiratory 
complications. The presence of mucous hyperse-
cretion (mucous production for 3 or more months 
of the year) and dyspnoea were most signifi cantly 
associated with complications. When all variables 
were analysed simultaneously, mucous hyperse-
cretion in conjunction with a raised residual volume 
was found most likely to predict complications. 
The analysis showed, to a lesser extent, that low 
values of FEV1 and single breath transfer factor 
(TlCOsb) were also predictive of respiratory compli-
cations. This is in keeping with the observed in-
creased risk for patients with obstructive respiratory 
disease.

In a study of 60 patients undergoing abdominal 
surgery, Kocabas et al. [27] showed that the incidence 
of pulmonary complications was higher in patients 
with abnormal preoperative spirometry. However, 
no advantage was shown in using spirometry to pre-
dict complications than the presence of abnormal 
physical fi ndings on examination. In concurrence 
with other studies, age, smoking, length and site 
of operation and higher ASA classifi cation were 

predictive of the development of pulmonary 
complications.

NICE reviewed the use of pulmonary function 
testing prior to elective surgery in their assessment of 
preoperative testing [28]. Ten studies were identi-
fi ed over a 35-year period. There were criticisms of 
all the studies in terms of their design, and none of 
the papers reported any change in clinical manage-
ment of patients based on the results of pulmonary 
function testing. The fi nal recommendations with 
regard to the use of pulmonary function testing in 
patients was that it should be considered for patients 
only with morbidity from respiratory disease who 
were undergoing major surgery.

One area in which spirometry and pulmonary 
function testing may be more useful is in identifying 
the extent of known existing respiratory disease and 
monitoring its response to therapy prior to surgery.

Arterial blood gases
Baseline blood gases are generally not believed to 
help in identifying the patient at risk of respiratory 
complications over the use of history taking [29]. 
Older studies identifi ed a raised PCO2 above 45 mmHg 
as a risk factor for complications, although in all pa-
tients so identifi ed, signifi cant respiratory disease 
was present [30]. As with pulmonary function test-
ing, the published studies do not state how the 
management of patients was changed by abnormal 
results.

Pulmonary risk index
Several attempts have been made to develop a respi-
ratory risk index to predict postoperative respiratory 
complications in a similar way to how the Goldman 
index predicts cardiac complications [31,32]. These 
attempts are often limited to certain patient popula-
tions, based on small numbers and are not validated. 
One of the largest studies examined data collected 
prospectively by the Veterans Affairs National Surgi-
cal Quality Improvement Program (NSQIP) to deter-
mine factors associated with the development of 
postoperative pneumonia using a standard defi ni-
tion of nosocomial pneumonia [33]. It did not look at 
other pulmonary complications. The study exam-
ined data on over 160 000 patients and was validated 
with a different dataset. The scoring system was 
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similar to that used for the Goldman cardiac risk 
index, although in this instance the most important 
factors were advanced age, site of operation and 
functional status. Until scoring systems become more 
generalized it is unlikely they will gain widespread 
acceptance.

Exercise testing
The use of exercise testing has been used to select 
patients suitable for thoracic surgery [34] and it has 
also been investigated as a means of predicting 
postoperative pulmonary complications. A simple 
way to assess exercise capacity is the ability to climb 
stairs. In a study in which patients were asked to 
walk up stairs until limited by exhaustion, dyspnoea, 
leg fatigue or chest pain, the height climbed by 
patients was predictive of complications [35]. The 
lower the height climbed, the more likely postopera-
tive complications were to occur. Other studies have 
also used the ability to climb stairs as a predictor of 
outcome, with an inability to climb three fl ights of 
stairs predicting those most likely to develop pulmo-
nary complications [36]. Invasive and more formal 
respiratory function testing has also been used in pa-
tients undergoing lung resection; patients with a 
reduced ability to increase their maximal oxygen 
have been shown to have an increased risk of 
pulmonary complications or are judged unsuitable 
for surgery [37].

The risk of developing pulmonary complications 
following surgery is related not only to the patient’s 
preoperative condition but also to the nature and site 
of surgery, with a greater number of complications in 
patients undergoing upper abdominal or thoracic 
procedures compared with peripheral surgery. Atel-
ectasis develops in nearly all patients following the 
induction of anaesthesia within a short period of 
time [38]. The pattern of breathing is altered because 
of the anaesthetic drugs used as well as the surgical 
positioning of the patient. Movement of the chest 
may also be impaired by the incision and traction by 
the surgical instruments or a pneumo-peritoneum in 
the case of laparoscopic surgery [39]. In the postop-
erative period, breathing is altered by a number of 
mechanisms, including pain from the site of incision 
causing the patient to limit their respiratory move-
ment  —  this is greater in patients having surgery near 

the diaphragm. The residual effects of anaesthetic 
drugs and the respiratory depressant effect of drugs 
employed to control pain also contribute to post-
operative respiratory impairment. The reduced 
respiratory movement is believed to contribute to a 
decreased FRC and vital capacity, which together 
with atelectasis is believed to contribute to the devel-
opment of pneumonia in some patients. The man-
agement of patients in the postoperative period 
should aim to reduce the incidence of pulmonary 
complications. Methods employed include adequate 
analgesia, early mobilization and appropriate physi-
otherapy, which may begin preoperatively. It is be-
lieved that epidural analgesia has some benefi ts over 
the use of opiate-based regimens [40], although ran-
domized studies have not always been supportive of 
this. Prolonged duration of anaesthesia and ad-
vanced age has also been shown to be associated with 
an increased risk of respiratory complications 
following surgery.

Conclusions

Postoperative pulmonary complications are very 
common. Many studies have repeatedly shown an 
increased incidence of respiratory complications in 
those with a higher ASA classifi cation, smokers and 
in those patients undergoing prolonged surgery close 
to the diaphragm. The vast majority of patients can 
be assessed solely by careful history and examina-
tion. The use of chest X-rays should be limited to 
patients fi tting into clearly defi ned groups. Specialist 
investigations such as arterial blood gases and 
spirometry may also identify patients at risk but ap-
pears to add little further information and cannot be 
recommended for routine use.
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CHAPTER 29

Monitoring the depth of anaesthesia
Praveen Kalia

Introduction

Balanced anaesthesia consists of analgesia, amnesia, 
anaesthesia, muscle relaxation and lack of refl ex 
movements. An adequate depth of anaesthesia is es-
sential for preventing awareness, defi ned as sponta-
neous recall of events occurring during anaesthesia. 
Soon after the introduction of ether anaesthesia, it 
became clear that increasing the concentration of the 
inhalation agent would progressively depress the 
central nervous system, eventually leading to respi-
ratory or cardiac arrest. Various classifi cations of 
stages of anaesthesia were proposed in order to en-
sure the correct depth of anaesthesia without sub-
jecting the patient to such adverse events. In 1847, 
Snow described fi ve stages of anaesthesia, with only 
the fourth degree providing adequate depth of an-
aesthesia and allowing safe conduct of surgery (Table 
29.1) [1]. However, it was not until 1937 that Guedel 
described the classic stages of anaesthesia in patients 
breathing ether, based on refl exes, muscle tone, pu-
pillary size and respiratory pattern. Before the intro-
duction of muscle relaxants in the 1940s, muscle 
relaxation was achieved by increasing the depth of 
anaesthesia. Use of muscle relaxants abolished these 
important clinical signs which had been relied on 
previously to monitor the depth of anaesthesia.

Even today, a higher incidence of awareness was 
reported when muscle relaxants were used com-
pared with anaesthesia without muscle relaxants 
(0.18% versus 0.11%) [2]. Sebel et al. [3] reported a 
0.13% incidence of awareness in a recently pub-
lished study in adults and Davidson et al. [4] reported 
a 0.8% incidence of awareness during anaesthesia in 
children. Awareness during anaesthesia is extremely 
distressing for patients and can result in neurological 
and psychological problems seen as post-traumatic 

stress disorder. In addition, medical litigation may 
follow. Ensuring adequate depth of anaesthesia is 
therefore essential.

Memory

Memory is not a single entity but comprises severa l 
specifi c types. It can be described as short- or long-
term memory. Long-term memory can be further 
divided into implicit or explicit memory (Table 29.2). 
Awareness is retention of events in the form of mem-
ory because of inadequate depth of anaesthesia.

Prior experiences can affect behaviour automati-
cally without conscious awareness (non-declara-
tive) or through the mediating experience of 
conscious memory (declarative). Of most clinical rel-
evance is explicit recall, often used synonymously 
with the term ‘awareness’ and entailing a conscious 
spontaneous recollection of undesired events during 
surgery.

Stages of awareness are described in Table 29.3 
[5]. Explicit recall is usually revealed by structured 
questioning in the postoperative period. In contrast, 
implicit recall does not require conscious recognition 
and manifests as subtle changes in behaviour or per-
formance. Detection of implicit awareness is more 
complex and requires expert psychological testing.

Explicit recall
The incidence of explicit recall during surgery has 
been estimated to be 0.01% [6,7]. However, the re-
ported incidence depends upon the type of anaesthe-
sia and the nature of the surgical procedure. Higher 
incidences have been documented during emer-
gency obstetric surgery, high-risk cardiac surgery 
and major trauma cases. Patients experiencing intra-
operative awareness report feelings of fear, anxiety 
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Implicit recall
This is a much more tenuous concept. Numerous 
behavioural techniques have been used to test for 
implicit memory formation during anaesthesia, 
with confl icting results. Examples of implicit me-
mory include reduced patient controlled analgesia 
(PCA) usage when patients have been played re-
cordings during their operation suggesting that 
they will feel comfortable after surgery. The char-
acteristic of implicit memory is that the patients 
cannot remember hearing these recordings. 
Because anaesthesia is mainly directed at preventing 
cortical awareness, subcortical learning could theo-
retically be preserved. Further work is necessary 

Table 29.1 Classic stages of anaesthesia.

Stage Manifestation Signs

Stage 1 Analgesia Ends with loss of eyelash refl ex and unconsciousness

Stage 2 Excitement Irregular breathing, struggling, dilated pupils. Susceptible to vomiting, coughing,
  laryngospasm. Ends with onset of automatic breathing and loss of eyelid refl ex

Stage 3 Surgical anaesthesia
 Plane I  Until eyes central with loss of conjunctival refl ex, pupils normal/small, lacrimation
  increased
 Plane II  Until onset of intercostal paralysis, deep regular breathing, loss of corneal refl ex,
  pupils larger
 Plane III  Until complete intercostal paralysis, shallow breathing, laryngeal refl exes and
  lacrimation depressed
 Plane IV  Until diaphragmatic paralysis, lacrimal refl exes depressed

Stage 4 Overdose Apnoea and dilated pupils

Table 29.2 Types of memory.

Short-term memory

Long-term memory
Implicit (non-declarative)
Procedural
Priming
Conditioning

Explicit (declarative)
Somatic
Episodic

Table 29.3 Stages of awareness.

Conscious awareness (perception) with explicit recall 
(memory)

Conscious awareness (perception) with no explicit recall 
(memory)

Dreaming 

Subconscious awareness (perception) with implicit recall 
(memory)

No awareness (perception) or implicit recall (memory)

and impending death. They recollect auditory, visual 
and tactile perception suggesting a high level of cog-
nitive performance. The psychological sequelae vary 
from temporary sleep disturbance, anxiety and 
nightmares to longer term post-traumatic stress dis-
orders. Irrespective of the severity, an empathetic 
approach with offer of psychological support should 
be adopted.

Some patients have explicit memories of some in-
traoperative events but experience no pain. Such pa-
tients are undistressed by their experiences and may 
not have recall of events in the immediate postoper-
ative period. Structured interviews at a later date are 
required to appreciate these events.

WEB_29.indd   431WEB_29.indd   431 7/5/2006   10:34:06 AM7/5/2006   10:34:06 AM



432   Chapter 29

to elucidate the clinical relevance of implicit 
learning.

Recommendations have been proposed by Griffi th 
and Jones [5] as to the correct course of action fol-
lowing a complaint of awareness by a patient after 
anaesthesia:
 1 Visit the patient as soon as possible, along with a 
witness (preferably a consultant)
 2 Take a full history and document the patient’s 
exact memory of events
 3 Attempt to confi rm the validity of the account
 4 Keep your own copy of this account
 5 Give a full explanation to the patient
 6 Offer the patient follow-up, including psycho-
logical support, and document that this has been 
offered
 7 Reassure the patient that they can safely have 
further general anaesthetics, with minimal risk of a 
further episode of awareness
 8 If the cause is not known, try to determine it
 9 Notify your medical defence organization
10 Notify your hospital administration
11 Notify the patient’s GP.

Awareness duing anaesthesia is particularly dis-
tressing and understanding of awareness and its 
proper management by medical personnel has been 
reported to be poor or totally lacking [6,7].

Methods to monitor the depth 
of anaesthesia

Achieving an adequate depth of anaesthesia is fun-
damental to good clinical practice. It is achieved 
when concentrations of anaesthetic agents are suffi -
cient to suppress conscious perception of surgical 
stimulus. While deep anaesthesia may cause cardio-
vascular depression and prolonged recovery times, 
light anaesthesia may lead to profound psychologi-
cal sequelae for the patient.

Prevention of awareness relies on meticulous an-
aesthetic technique. This involves delivery of an un-
interrupted supply of an appropriate quantity of 
anaesthetic agent using functional equipment by a 
competent practitioner with suitable monitoring. 
With increasing diversity of anaesthetic techniques 
(newer volatile agents, total intravenous anaesthe-
sia and potent opiate analgesia), there is an impetus 

towards using subjective methods of monitoring 
with more objective techniques, particularly those 
analysing neurophysiological parameters. Features 
of the ideal monitor are summarized in Table 29.4. 
Unfortunately, there is no absolute unit of anaes-
thetic depth that can be used universally in all 
patients.

Various methods have been used to monitor the 
depth of anaesthesia but the ideal monitor has not 
yet been developed.

Clinical signs
Historically, clinical signs indicating an autonomic 
response to a light plane of anaesthesia  —  tachycar-
dia, hypertension, sweating, lachrimation and pupil-
lary dilatation  —  have all been used to monitor the 
depth of anaesthesia. A scoring system was devised 
by Evans in 1987 called the pressure, rate, sweat, 
tears score (PRST), based on a patient’s response to 
surgical stimulus [8]. It was found to be unpredicta-
ble, as patients reported awareness even when the 
PRST score indicated adequate depth, whereas pa-
tients showing signs of light anaesthesia did not com-
plain of awareness. Many of the PRST signs can also 
be caused by hypovolaemia, inadequate analgesia, 
hypoxia or hypercapnia.

Lower oesophageal segment motility
Infl ation of a balloon placed in the lower oesophagus 
provokes secondary contractions. The amplitude of 
these contractions decreases with increasing depth 
of anaesthesia. Good correlation was reported be-
tween oesophageal motility and depth of anaesthe-
sia during inhalation anaesthesia but not during 
opioid-based anaesthesia. This method is no longer 
used in clinical practice.

Table 29.4 Features of an ideal ‘depth of anaesthesia’ 
monitor.

Safe, non-invasive and reliable

Easy to interpret

Suitable for both intravenous and inhalation anaesthesia

Accurately refl ects depth of anaesthesia

Sensitive to various stimuli (e.g. intubation and incision)
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Isolated forearm technique
Administration of a muscle relaxant after infl ation of 
a tourniquet applied to the arm results in sparing of 
muscles of the arm from neuromuscular paralysis. 
Movement of the arm in response to spoken words 
under anaesthesia indicates an inadequate depth of 
anaesthesia and hence potential awareness. The 
technique had limitations, as refl exes operating at 
spinal levels could result in movement. Many pa-
tients could not recall any of the intraoperative 
events, even when movement was observed during 
conduct of anaesthesia. The technique had the dis-
advantage that it could not be used in prolonged 
procedures because of the danger of ischaemia to 
muscles.

Electroencephalography
The electroencephalogram (EEG) can be obtained 
by a standard 19-electrode technique which detects 
voltages of 1–50 µV. The resulting waveforms 
comprise α, β, δ and θ waves. With increasing depth 
of anaesthesia, there is a progressive increase in 
signal amplitude with reduced frequency (burst 
suppression). Clearly, interpretation of complex 
waveforms is time consuming and requires 
specialised training. This limits the clinical utility 
of the raw EEG. A processed EEG is far more 
valuable. Fast Fourier transformation can be used 
to separate the raw EEG into a number of com-
ponent sine waves. EEG is essentially summation 
of many sine waves of different frequency and 
amplitude. The ‘0’ crossing method measures 
time between adjacent points where signal crosses 
the 0 baseline. The derived parameters, spectral 
edge frequency and me dian frequency describe 
the entire EEG as a single value. Spectral edge 
frequency (SEF) represents the frequency below 
which 95% of EEG power is obtained. The 
median frequency (MF) is the point at which 50% 
of EEG power lies above and below this value. 
Both SEF and MF values correlate with clinical 
measures of depth of anaesthesia but changes in 
values are not consistent for all anaesthetic agents. 
General limitations of EEG-based techniques are 
given in Table 29.5 and specifi c limitations of 
different EEG-based techniques are given in Table 
29.6.

Processed or derived EEG techniques
Compressed spectral array
The compressed spectral array (CSA) is a processed 
EEG that provides a simplifi ed analysis of brain activ-
ity. Separate time segments of EEG activity are re-
corded and the power contained within different 
frequencies calculated and displayed in a series of 
peaks and troughs. During deep anaesthesia, the 
peaks of the CSA shift from high frequencies to low 
frequency activity. The converse is true during re-
covery. Although CSA is more compact than raw 
data, it is still a complex display which takes time 
to interpret. Agent-dependent changes also limit 
its use.

SNAPTM and patient state index
SNAPTM is a processed EEG monitoring device. 
SNAPTM index is derived by analysing both the low 
(0–40 Hz) and high (80–320 Hz) frequency segments 
of EEG. Rapid analysis of both ends of the frequency 
spectrum can be useful during inductance and emer-
gence. SNAPTM index correlated with propofol in-
duced loss of conciousness in a recent study [9]. 

The patient state index (PSI), provides an objective 
assessment of depth of anaesthesia derived by quan-
titative analysis of the EEG (QEEG). The index is de-
rived from retrospective analysis of multivariate 
changes in brain activity observed from loss to return 
of consciousness. In a study involving 176 surgical 
patients, PSI was obtained from QEEG, analysed 

Table 29.5 General limitations of electroencephalogra-
phy (EEG) based monitoring techniques.

Electrical interference from mains, diathermy, facial EMG

High electrode impedance

Excitatory anaesthetic agents (ketamine)

Inaccuracies with nitrous oxide based anaesthesia

EEG altered by pathophysiological events such as 
hypotension, hypoxia and hypercarbia

Pre-existing neuropathology (epilepsy, brain injury)

EMG, electromyography.
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from a 19-channel EEG recording [10]. After intra-
venous induction, anaesthesia was maintained with 
inhalation agents or narcotic/total intravenous an-
aesthesia (TIVA). The difference in the PSI values in 
different anaesthetic states was highly signifi cant. 
The study showed that PSI can signifi cantly predict 
the level of arousal in varying stages of anaesthetic 
delivery.

Bispectral index
Bispectral index (BIS) analysis combines power 
spectral analysis of phase relationships with the com-
ponent sine waves. BIS was developed by recording 
EEG data for healthy adults who underwent repeat-
ed transitions between consciousness and uncon-
sciousness using a variety of anaesthetic regimes. 
The EEG features that best correlated with clinical 
depth of sedation and anaesthesia were then fi tted to 
a model. The resulting algorithm generates a bispec-
tral index. BIS demonstrates a dose-dependent rela-
tionship with inhalation and hypnotic intravenous 
agents and correlates with clinical assessments of 
level of consciousness. This is agent independent.

The BIS monitor (Fig. 29.1) displays a real-time 
EEG trace acquired from a frontotemporal montage 
and generates a value on a continuous scale of 1–100. 
A value of 100 represents normal cortical electrical 
activity and 0 indicates cortical electrical silence. The 

Table 29.6  Specifi c limitations of different electroencephalography (EEG) based monitoring techniques.

Technique Methodology Limitations

EEG Monitors suppression of cerebral  Time consuming
 activity in response to anaesthesia Bulky
  Requires expert interpretation

Compressed spectral array Bifrontal electrodes Changes in amplitude and frequency is
 Fourier analysis of electrical signals agent specifi c

Bispectral index Quantifi es the phase relations of the No evidence of a reduction in awareness
 EEG with power and frequency  with its use
 information to calculate a single  Poor predictor of movement response 
 numerical value particularly when opiates used

Auditory evoked responses Monitors EEG activity in response  Confounding artefacts can alter evoked
 to acoustic stimuli via headphones potentials
  Interpatient variability

Figure 29.1 Bispectral index (BIS) monitor.

display also shows a signal quality index and an indi-
cator of electromyographic (EMG) activity. The 
probability of postoperative recall is very low if the 
intraoperative BIS value is <60. However, BIS values 
vary considerably between patients. A value of 75 
may be recorded in one patient who is unresponsive 
to command while the same value can be recorded in 
a patient who remains responsive.

The major drawback of using BIS to assess the 
depth of balanced anaesthesia is that it does not fully 
refl ect the synergistic effect of opioids with hypnotic 
agents. Baseline BIS values are not reduced by ni-
trous oxide (inspired concentrations up to 50%). 
The addition of nitrous oxide to established 
anaesthesia has little effect on BIS in the absence of 
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surgical stimulation. Ketamine causes EEG activa-
tion, complicating BIS interpretation. BIS is not able 
to predict movement in response to surgical stimula-
tion because the generation of refl exes is likely to be 
at spinal cord rather than cortical level. Studies com-
paring BIS-titrated anaesthesia with clinical judge-
ment of anaesthetic depth show reduced anaesthetic 
use and more rapid wakening using BIS. The infer-
ence is the use of excessively deep anesthesia in an 
attempt to avoid awareness. However, the concern is 
that emphasis is placed upon maintaining a target 
BIS value with a potential for increasing the risk of 
awareness.

Evoked responses
Evoked responses are derived from the EEG in re-
sponse to auditory (audible clicks in auditory canal), 
somatosensory (tibial or peroneal nerve stimulation) 
and visual stimuli (fl ashes of light). There is increase 
in latency and decrease in amplitude of mid-latency 
auditory evoked responses (MLAER) as transition 
response to various types of stimuli which forms the 
basis of monitoring the evoked responses. Following 
the stimulus, EEG over the representing area (audi-
tory, somatosensory or occipital cortex) is recorded. 
Averaging of the signal results in cancellation of ran-
dom background noise and clear waveform of EEG 
can be recorded. Successful eliciting of an evoked re-
sponse confi rms presence of intact nervous path-
ways between receptors and cortex.

Recording and analysis of 
evoked responses
Bipolar electrodes are used with an active electrode 
placed on the scalp overlying the auditory, visual or 
somatosensory cortex. The electric potential differ-
ence between an inactive electrode placed on the 
centre of the scalp and an active electrode is recorded 
to analyse the evoked response.

Auditory, visual and somatosensory 
evoked responses
Increasing the depth of anaesthesia affects a specifi c 
segment of all types of evoked responses. Clearly, 
visual evoked responses cannot be used during an-
aesthesia as these need an awake patient to focus on 
a board. Visual fl ashes can be used in a sleeping pa-
tient but the method is not very accurate. Somato-

sensory evoked responses recorded in the cortex are 
affected by analgesic agents and not by increasing 
depth of anaesthesia with propofol and hence are not 
very reliable for monitoring depth of anaesthesia.

Auditory evoked responses
Most research with respect to depth of anaesthesia 
has been undertaken using auditory evoked re-
sponses (AER). Because of the small size of the signal 
it is necessary to average multiple individual signals 
over a period of 30–120 s and then extract the evoked 
response from the background spontaneous EEG 
(noise). The auditory evoked response can be subdi-
vided into brainstem, early or middle latency and de-
layed cortical responses (Figs 29.2 and 29.3) and 
these refl ect the electrical activity at various points of 
auditory pathway between cochlea and auditory 
cortex (Table 29.7). Goldstein and Rodman labelled 
the waves in the AER as No, Po, Na, Pa and Nb, occur-
ring at latencies of 8–10, 10–13, 16–30, 30–45 and 
45–60 msec respectively [11] (Table 29.7).

Brainstem evoked responses are not affected by 
intravenous anaesthetic agents and late cortical re-
sponses are too sensitive and can be abolished by 
sedative and anaesthetic agents; hence none of these 
can be used to monitor the depth of anaesthesia. 
Early cortical responses take place between the 
awake state and increasing depth of anaesthesia. 
Thornton et al. [12] confi rmed a reduction of ampli-
tude of cortical responses in patients under thiopen-
tone, halothane and nitrous oxide anaesthesia. An 
increase in amplitude of Nb and Pb/Pc waves was ob-
served following surgical stimulation. The study 
confi rmed the role of AER in monitoring the depth of 
anaesthesia.

Auditory evoked potential index
This mathematical derivative is calculated by record-
ing the difference between two segments of an audi-
tory evoked response curve. Diffi culty in analysing 
the auditory evoked responses in clinical settings led 
to evaluation of the auditory evoked potential (AEP) 
index to monitor the depth of anaesthesia. Gajraj 
et al. [13] compared BIS, AEP index, 95% SEF and 
MF for monitoring depth of anaesthesia in surgical 
patients under propofol anaesthesia. Mean values 
during conscious and unconscious state were 60.8 
and 37.6 (AEP index), 85.1 and 66.8 (BIS), 24.2 and 
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18.7 (SEF) and 10.9 and 9.8 (MF), respectively. AEP 
index was best in detecting transition from uncon-
sciousness to consciousness.

In the case of AER, brainstem responses are re-
corded as fi ve positive peaks labelled in roman nu-
merals and cortical responses are recorded as a series 
of positive (Po, Pa, P1, P2) and negative (No, Na, Nb, N1, 
N2) peaks (Fig. 29.2). The AER peaks generated from 
the brainstem (<10 ms) are followed by mid-latency 
potentials (10–50 s) and then the late cortical re-
sponse. The brainstem responses are relatively in-
sensitive to general anaesthesia. Delayed cortical 
responses are abolished by sleep, sedation and deep 
anaesthesia and hence are not ideal for monitoring 
the depth of anaesthesia. However, MLAER are de-
pressed during anaesthesia. The amplitudes of the 
peaks decrease and the latencies of the peaks are pro-
longed in a dose-dependent manner. During anaes-
thesia, persistent MLAER with latency of Nb wave 
less than 40 ms may indicate insuffi cient blockade of 
auditory processing with the risk of intraoperative 
awareness. Various factors can affect AER independ-
ently of anaesthesia (Table 29.8).

Agreement between 
EEG-based techniques

Various methods have been used to monitor the 
depth of anaesthesia. An ideal monitor should be 
able to predict spontaneous movement before the 
procedure in the presence of inadequate depth of an-
aesthesia. In one study, a laryngeal mask airway 
(LMA) was inserted after commencing a target con-
trolled infusion comprising propofol and alfentanil 
[14]. The effectiveness of AEP index, BIS, 95% SEF 
and MF was assessed to predict spontaneous move-
ment in response to insertion of the LMA. Values 
were analysed 30 s before LMA insertion. The AEP 
index was the most reliable predictor of movement 
(prediction probability 0.872) in response to LMA 
insertion.

Another study compared AEP index and BIS 
in assessing depth of anaesthesia and emergence 
from anaesthesia in spontaneously breathing surgi-
cal patients [15]. Measurements were recorded 
while patients were both conscious and uncons-
cious following computer-controlled propofol 
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Figure 29.2 Auditory pathways and auditory evoked 
potentials. From Schwender et al. [19] with permission. 
BAEP, brainstem auditory evoked potential; LLAEP, long 
latency auditory evoked potential; MLAEP, mid-latency 
auditory evoked potential.

Table 29.7  Interpretation of Bispectral index (BIS) 
values.

BIS values Condition

100 Awake

65–85 Sedation

45–65 General anaesthesia

<40 Burst suppression

 0 No electrical activity
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Figure 29.3 Anatomy of auditory pathway and auditory evoked responses (AER). From Thornton [20] with permission.

Table 29.8 Auditory evoked responses (AE) [11].

Components  Anatomical   Latency  Monitor depth 
of AER site of origin Waveform (ms) IV or inhalation agents of anaesthesia?

Brainstem  Cochlear nerve I Up to 10 Not affected by propofol No
responses Cochlear nucleus II  Increased latency with 
 Superior olivary III  isofl urane and enfl urane
 Complex lateral/ IV & V
 leminiscus
 Inferior colliculus

Early cortical or  Medial geniculate body No  8–10 Dose-dependent increase  Latency and 
middle latency  Primary auditory cortex Po 10–13 in latency and reduction  amplitude of Pa 
responses  Na 16–30 in amplitude with propofol,  and Nb wave used 
  Pa 30–45 isofl urane and enfl urane  to monitor depth of
  Nb 40–60  anaesthesia

Late cortical  Frontal cortex and  P1, N1 50–1000 Can be abolished by  No
responses associated areas P2, N2  anaesthetic agents
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anaesthesia. The mean AEP index recorded during 
the conscious and unconscious state were 74.5 (stan-
dard deviation 14.7) and 36.7 (SD 7.1), respectively. 
BIS was 89.5 (SD 4.6) and 48.8 (SD 16.4), respective-
ly. Obviously, values were greater in conscious state 
but, compared with BIS, the average awake values of 
the AEP index were signifi cantly higher than aver-
age values during unconsciousness. Transition from 
the unconscious to conscious state was detected bet-
ter by AEP index. BIS value increased gradually dur-
ing emergence from anaesthesia in this study.

Propofol and remifentanil anaesthesia was admin-
istered in 19 female patients who were undergoing 
minor gynaecological surgery. Prediction probability 
was used to analyse the ability of the above-men-
tioned parameters to differentiate different depth of 
anaesthesia, awake versus loss of response, awake 
versus anaesthesia, anaesthesia versus fi rst reaction 
and anaesthesia versus extubation. The SNAPTM 
index and BIS were superior to mean arterial blood 
pressure and heart rate and SEF in distinguishing be-
tween different steps of anaesthesia [16].

Respiratory sinus arrhythmia and heart 
rate variability
Heart rate varies with phases of respiration and this 
forms the principle of use of this parameter for moni-
toring the depth of anaesthesia through continuous 

Table 29.8 Factors that may infl uence auditory evoked 
response (AER).

Variable Example

Physiological variables Hypothermia
 Hyperthermia

Psychophysiological factors Habituation
 Vigilance
 Attention

Pathophysiological factors Conductive and sensory 
 hearing disorders
 Demyelinating diseases
 Ischaemia
 Coma
 Tumours

recording of high-resolution electrocardiography 
(ECG) and the respiratory cycle. Respiratory sinus 
arrhythmia (RSA) increases or decreases with light 
and deep anaesthesia respectively and can be distin-
guished from pathological arrhythmias on a breath-
to-breath analysis. It was concluded [17] that 
measurements of RSA could form the basis of a use-
ful index of anaesthetic depth during isofl urane 
anaesthesia.

Minimum alveolar concentration
End-tidal concentration is an essential part of moni-
toring while administering low fl ow inhalation an-
aesthesia. Concentrations of inhalation anaesthetic 
agents correlates very closely with alveolar concen-
tration. Minimal alveolar concentration (MAC) of 
an inhalation agent required to produce immobility 
in 50% of subjects in response to a noxious stimulus 
enables us to compare the potency of different agents. 
An adequate depth of anaesthesia prevents sympa-
thetic stimulation and prevents awareness. MACbar 
is the minimum alveolar concentration of the agent 
required to prevent an adrenergic response in 50% 
of the subjects in response to standard noxious 
stimulus.

Although these indices guide us in setting up an 
adequate end-tidal concentration of inhalation 
agents, the ideal concentration can vary from patient 
to patient. Various factors such as age, hypothermia, 
use of nitrous oxide, sedatives and hypothyroidism 
can reduce the anaesthetic requirement. Use of TIVA 
is popular for several reasons (e.g. a low incidence of 
postoperative nausea and vomiting). Unlike the end-
tidal concentration monitored during an inhalation 
technique, target concentrations recommended 
with use of a TIVA technique are not very reliable. 
There is signifi cant pharmacokinetic and pharmaco-
dynamic variability between patients, making it dif-
fi cult to fi x a single target concentration for all 
patients. Wide variation in the plasma concentration 
of propofol from the set target concentration has 
been reported [18].

Conclusions

There is no ideal monitor for depth of anaesthesia. 
Fortunately, awareness under anaesthesia is very 
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rare. The probability of awareness is higher in certain 
procedures and sequence induction. Decreases in 
the delivery of anaesthetic agents and provision of 
100% oxygen in patients with unanticipated diffi -
cult airway can result in awareness (Table 29.9). In 
the absence of a perfect monitor for the depth of an-
aesthesia, simple steps such as adequate premedica-
tion, equipment and vaporizer check, adequate 
induction dose and maintenance of optimum end-
tidal concentration of inhalation agents are vital. The 
use of benzodiazepines and ear plugs in high risk pa-
tients should be considered. In addition to causing 
emotional trauma to the patient, awareness can be 
very stressful to the anaesthetist because of the medi-
colegal implications. Detailed and accurate docu-
mentation of clinical signs and events during 
anaesthesia is extremely important [6,7].
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CHAPTER 30

Research study design
John Robert Sneyd

Introduction

This chapter summarizes the key stages in con-
ception, planning, organization, implementation, 
analysis and reporting of a research study. It is not in-
tended to provide a ‘recipe’ but to offer general guid-
ance and perhaps a checklist for inexperienced 
researchers.

Getting started

The idea
All research starts with an idea, which can arise from 
a clinical experience, a research publication or sim-
ply a comment made during a discussion. Critical to 
each is the genuine interest of the investigator. Ask 
yourself whether the question you are addressing is 
important. Investing time and effort into addressing 
questions that are in themselves essentially trivial is 
unfair on patients and proposals of this type may well 
be rejected by an ethical committee. An excellent ex-
ample of clinical research beyond importance is the 
proliferation of studies describing different and in 
some cases bizarre techniques for attenuating or pre-
venting pain on injection of propofol (Table 30.1) 
[1]. Pain on injection of propofol is easily modifi able 
by the addition of lidocaine [2] and it seems likely 
that the proliferation of clinical studies refl ects their 
easy conduct rather than the actual importance of 
the topic.

Discussion
Take every opportunity to discuss your idea with 
your colleagues. Conferences and research meetings 
are excellent places to formulate research ideas in 
discussion with others who are active in the fi eld and 
against a background of the latest developments. Al-

though a novice researcher might feel anxious that 
their research idea will be used by someone else with 
whom they discuss it, in reality most researchers are 
delighted to fi nd someone else interested in their 
own area and will commonly give constructive ad-
vice and encouragement. Remember that clinical 
studies often require signifi cant numbers of patients 
and may be impracticable without collaboration be-
tween different centres  —  this may be your opportu-
nity to fi nd someone who can help you to recruit 
patients. Patients, their families and carers often 
have a completely different perspective on clinical 
matters from that held by doctors and scientists. Eth-
ical committees and funding bodies are now very in-
terested in the broader ‘community’ and will expect 
you to have considered this as well. At the simplest 
level, you could ask some patients what they think of 
your ideas; larger and more sophisticated schemes 
may involve focus groups or patient representatives. 
It is important to get this right if researchers are to de-
liver projects that matter to society as a whole. Bear 
in mind that charities and funding bodies commonly 
include patients and other lay representatives who 
will be looking for evidence that you have thought 
this through properly.

Literature search
A comprehensive literature search is vital, using 
more than just Medline; remember, there are 
broader databases such as EMBASE and possibly 
some nursing databases. Unless you are already an 
expert at computer searches, this is a good point at 
which to get help from your librarian. Getting the 
best out of a computer search takes time and experi-
ence [3]. Experienced researchers and colleagues are 
often a valuable source of information and someone 
who is an expert in the fi eld or a related area may be 
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outcomes is uncertain. Those considering your pro-
posal for funding or ethical approval will want con-
vincing that your endpoints are meaningful [4]. 
Consider the patient/consumer perspective. Will 
you be considering patient satisfaction or other end-
points that may seem unimportant to doctors but are 
valued highly by patients?

The protocol

When you are clear what your hypothesis is and 
have organized your thoughts about how you are 
going to test it, it is time to write a protocol. This is a 
critical point in the life of a project as it forces you to 
think clearly about the practicalities. The most com-
prehensive protocols are those used by the pharma-
ceutical industry in commercial clinical trials. Start 
with one of these and write your own, using the 
headings as appropriate and omitting those that are 
not relevant. Section headings that you can use 
when writing a protocol are listed in Table 30.2.

Patients
Clinical research requires adequate numbers of 
patients. The size of your treatment groups will be 
determined by a power calculation. Although it is 
possible to make a power calculation yourself using 
resources available within statistical packages or 
from Internet sites, it is generally sensible to discuss 
your project with a statistician. He or she will want to 
know what is the most important endpoint (i.e. the 
endpoint against which you want the sample size 
and study power to be calculated). For this endpoint, 
they will require a measure of variability, typically a 
standard deviation (if the data are normally distrib-
uted) from a previous patient population. Thus, if a 
study concerns change in blood pressure after a clini-
cal intervention, then the statistician would want to 
know the standard deviation of systolic arterial pres-
sure before intervention and an estimate of a change 
that would be considered important. Thus, the esti-
mated standard deviation might be 20 mmHg and 
the clinically important change may be 25 mmHg. 
Finally, they will ask for the acceptable α and β 
errors. These are the probability of avoiding false 
positive and false negative results and are typically 
0.05 and 0.08, respectively, although commercial 

Table 30.1 Methods to alleviate or modify pain on 
injection with propofol which have been evaluated in 
randomized controlled trials. From Sneyd and the British 
Journal of Anaesthesia [1] with permission.

Local anaesthetics Analgesics
Lidocaine Fentanyl
EMLA cream Ketorolac
Prilocaine Tramadol
Lidocaine tape Nafamostat mesilate
Lidocaine iontophoresis Alfentanil

Technique modifi cations Anaesthetic agents
5-µm fi lter Nitrous oxide
Carrier fl uid Thiopental
Large vein Ketamine
Speed of injection
Aspiration of blood Other drugs
 Ephedrine
Antiemetics Magnesium sulphate
Metoclopramide Neostigmine
Granisetron Clonidine
Dolasetron Nitroglycerin
Ondansetron

aware of other unpublished (or sometimes pub-
lished) information that is not easily found.

Hypothesis
All research must test a hypothesis. For example, one 
does not just ‘try out remifentanil on neurosurgical 
patients’, rather, we evaluate the hypothesis that 
‘remifentanil offers superior haemodynamic stabil-
ity and faster recovery than another (specifi ed) tech-
nique’. Your project must be described in terms of a 
hypothesis.

Endpoints
The measure you will use to test your hypothesis 
must be considered. Increasingly, we look to re-
searchers to provide information about outcomes 
rather than surrogate measures. For example, myo-
cardial infarction, stroke and a death are important 
outcomes. Haemodynamic response to laryngo-
scopy, intraoperative blood pressure and heart rate 
are surrogates whose relevance to the important 
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Table 30.2 Headings list for writing a clinical trial protocol.

Study personnel Who is doing the work and how can they be contacted?

Timescale and locations When and where is the study to happen?

Protocol summary

Introduction and rationale  Background to the study, why it is being done?
for the study

Study objectives  Objectives (primary and secondary)

Regulatory and ethical  Regulatory authority approval, ethics committee approval and patient consent
aspects

Study design Number of patients, type of study: randomized controlled trial, cross-over, etc.

Study population  Patient enrolment, inclusion and exclusion criteria, provision for men and women, young 
and elderly, non-English speakers, special groups, etc.

Study treatment  Medication, packaging and labelling, dosage regimen, treatment assignments and 
preparation of study drug

Study procedures Description of study phases, assessments, withdrawal of patients

Action to be taken in 
emergencies

Statistics  General comments: sample size and power calculation, provision for interim analysis, 
background demographics, primary and secondary outcome measures, safety

Study monitoring  How is the study to be monitored and by whom?
procedures and quality
assurance

Termination of study

Investigations obligations Details of study staff, data recording, deviations from protocol and adverse event reporting

Procedure for breaking 
randomization code

Storage and tracking of 
study supplies

Disclosure of data  Data protection, confi dentiality, regulatory authority, publications and intellectual 
property, study records and storage

Indemnity/study sponsor  Compensation for negligent and non-negligent harm, who is funding the study and who 
has overall responsibility?

Publication Who has access to the data and who will write papers, etc? Agreements about authorship

Protocol amendments
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contract research commonly uses a more rigorous β 
error. Realistic consideration of whether this number 
of patients can be recruited in the timeframe pro-
posed must be made. Operating room records or 
audit data will enable an estimation of numbers and 
hence feasibility. Where necessary, collaboration in-
volving other centres may be used to increase patient 
recruitment. Finally, it is worth seeking opinions 
from the patients themselves and large research 
studies now include patient representatives in the 
planning process to achieve this.

Study design

Prospective double-blind randomized controlled tri-
als are generally considered the most robust form of 
investigation. However, this methodology is not al-
ways appropriate. Sometimes an individual patient 
may undergo a particular treatment repeatedly (e.g. 
electroconvulsive therapy [ECT]). In these circum-
stances, a patient may receive a particular treatment 
on one occasion and a different treatment the next 
time. Thus, the patient undergoing ECT might par-
ticipate in a cross-over trial between propofol and 
etomidate as the principal anaesthetic agent. Indi-
vidual patients could be randomized as to which 
treatment they receive fi rst and then receive the 
other treatment for their second anaesthetic. In 
cross-over studies where one treatment follows 
shortly after another (e.g. comparing different anti-
hypertensive treatments), a washout period may be 
necessary and the effect of the fi rst treatment may 
persist beyond the end of the period during which it 
was administered. These types of study require sta-
tistical manipulation and invariably merit input from 
a statistician. Sometimes the therapeutic interven-
tion cannot be contained within a single patient; 
thus, an investigation to determine the effect of a 
dedicated acute pain nurse visiting patients after sur-
gery could not simply randomize individual patients 
to this intervention or not. Were that done, then pa-
tients in adjacent beds could be randomized to oppo-
site regimes and it is possible that some effect of the 
nurse visit to the ‘active’ treatment group might in-
fl uence the outcome of the ‘control’ patient. Cluster 
randomization allocates patients in larger groups to 
fi t with the operational realities of the clinical envi-

ronment. In the circumstance described above, the 
cluster might comprise a whole surgical ward or per-
haps a single bay within it. An alternative approach 
to cluster randomization is to give 15–20 consecutive 
patients the same intervention, then to have a wash-
out period when the particular ward has no nurse 
visit, and then for the alternative treatment to be al-
located for 15–20 patients.

Randomization
In a randomized trial, patients are distributed 
between alternative treatments by chance. This 
process, if properly conducted, avoids bias by the in-
vestigating team deciding how an individual patient 
is to be treated. Successful randomization strategies 
ensure that the patient’s treatment allocation is made 
at the last possible moment, is independent of the al-
location of previous patients and that there is an 
identifi able audit trail allowing confi rmation that 
the treatment assigned is that which was originally 
intended. Random allocations of individual patients 
are summarized in a randomization table which is 
prepared before the start of the trial. The table is 
maintained in a secure environment and withheld 
from the investigators. At the time that each treat-
ment allocation is made, there should be no access to 
details of subsequent allocations.

Randomization is a key principle of most clinical 
trials and was fi rst used in the Medical Research 
Council (MRC) streptomycin study published in 
1948 [5]. In a properly randomized study, the 
allocation of a patient’s treatment is entirely deter-
mined by chance. Allocation of patients to treat-
ments according to the initial letters of their surname, 
days of the week or giving particular treatments to 
consecutive or individual patients are not random 
and are subject to bias. The simplest method of rand-
omization is to toss a coin and allocate ‘heads’ to one 
treatment and ‘tails’ to another. Apart from the wea-
riness of repeated coin tossing for a large clinical trial, 
this method of randomization does not guarantee 
that group sizes will be equal; indeed, it is unlikely 
that they will be. Drawing from a bag of equal num-
bers of coloured beads will give two equal-sized 
treatment groups but it is possible that all the patients 
receiving one treatment might precede all those re-
ceiving the other or (more likely) that the treatments 
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are relatively unevenly distributed throughout the 
period of the study. If there is some possibility that a 
study might be terminated early or there are doubts 
about the total number of patients that may be 
recruited, then additional measures can keep the 
treatment groups relatively symmetrical while main-
taining secrecy. If random allocations are made in 
blocks of N, where N is a multiple of the number of 
treatment groups, then each time a block of N pa-
tients has been entered into the trial, the treatment 
groups will be of equal size. If the block size was to be 
2, then after each individual treatment allocation it 
would be possible to guess which one came next. In 
practice, larger blocks (10–20 patients) are used and 
the block size is not necessarily known by the investi-
gator. Sometimes a study compares a new with a 
well-established treatment, and in addition to hy-
pothesis testing between the two treatments it is also 
considered desirable to obtain experience with the 
new treatment. This is commonly the case with new 
pharmaceuticals, and in such cases the treatment 
groups may be deliberately made unequal with (per-
haps) twice as many patients receiving the new treat-
ment as the comparator. Although this reduces the 
statistical power of the study, it yields important 
safety data to support the licensing of a new 
compound.

Blinding
Ideally, the staff giving care or treatment, the patient 
and staff making assessments or measurements 
should be unaware of which treatment a patient has 
received but this is sometimes easier said than done. 
Blinding increases study costs by involving more 
staff and necessitating special arrangements for the 
preparation of drugs, etc. Whereas a single bolus in-
jection of a clear intravenous drug may easily be 
blinded against a saline placebo, the situation is much 
more diffi cult for other types of treatment. Few tab-
lets are identical and comparing two oral medica-
tions therefore requires specially prepared placebos. 
In addition, modern pharmaceutical practice may 
involve special physical formulation such as slow re-
lease where even if a placebo is involved, it is impos-
sible to disguise another compound to look the same 
and still maintain its original performance. In these 
circumstances, a design known as double-blind, 

double-dummy can be used in which each active 
treatment has a matched placebo and patients re-
ceive two ‘treatments’ at once, one being active and 
the other being the placebo version of the other 
group.

Physical differences between treatments may be 
extreme. Consider a study comparing propofol and 
sevofl urane; while it is possible to have the sevofl u-
rane vaporizer concealed from the clinician and to 
use a lipid emulsion to mimic propofol, there are still 
diffi culties around end-tidal gas analysis or target 
controlled infusion systems. In addition, the applica-
tion of double-blind, double-dummy techniques in a 
complex clinical environment such as the outpatient 
room adds layers of complexity and might, in certain 
circumstances, compromise patient safety. If the 
treatments themselves cannot be safely blinded, 
then an appropriate compromise may be to conceal 
the treatments from the patient and to ensure that, 
wherever possible, staff making assessments do so 
using rigorous measures and preferably without 
knowledge of the treatment allocations. Thus, in the 
propofol/sevofl urane study described above, assess-
ments of postoperative nausea and vomiting might 
be undertaken by a research nurse unaware of which 
treatment a patient had received.

An excellent example of rigorous methodology 
applied to an important clinical question tackled the 
question of epidural regional anaesthesia with local 
anaesthetic versus systemic opioids administered by 
patient controlled analgesia. A double-blind, dou-
ble-dummy design used two pumps for each patient 
with one infusing into the epidural space and the 
other administering an intravenous solution. This 
allowed full blinding of the study, which addressed 
outcomes from elective aortic surgery. However, 
consideration of this trial design shows that the 
doubl e-blind, double-dummy design offered at least 
some opportunity for serious patient harm should 
the local anaesthetic solution have been inadvert-
ently administered intravenously. Note also that the 
addition of blinding will not salvage a study whose 
design is otherwise fl awed (e.g. underpowered) or 
simply a wrong design.

Research pharmacists can give good information 
on drug blinding and will commonly prepare identi-
cal solutions for perioperative drug administration. 
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While offering the highest level of service, these ar-
rangements are time consuming and costly and the 
pharmacy will often require a substantial period of 
notice before a patient’s treatment which may signif-
icantly compromise patient recruitment. A cheaper 
alternative is to ask another clinician to prepare the 
drug out of sight of the investigator. Provided the 
person preparing the drug is clear as to what is re-
quired and has detailed written instructions, then 
adequately blinded design can be achieved at re-
duced cost.

Sham treatments
While sham surgery is unlikely to be relevant to most 
clinical circumstances, it has a role and was recently 
used to demonstrate that knee washout was of no 
benefi t to patients with osteoarthritis [6]. Sham 
treatments may be applied in other situations such as 
radiotherapy or hyperbaric treatment in which the 
patient can be placed in the clinical apparatus and 
exposed to all aspects of the treatment except the ac-
tual intervention (radiation or increased barometric 
pressure, respectively).

Some therapies may be directly detectable by the 
patient. For example, electroacupuncture and ionto-
phoresis produce physical sensations inside the skin 
and are diffi cult to fully blind.

Certain drugs may appear physically similar but 
require special arrangements for blinding because of 
their different clinical characteristics. For example, 
remifentanil is typically given by small volume bolus 
injections and a continuous infusion whereas fenta-
nyl is given as a single or small number of bolus doses 
and, if infused, must be stopped well in advance of 
the end of anaesthesia if the patient is to recover con-
sciousness in a reasonable period. Designing a study 
to compare fentanyl and remifentanil required com-
plex double-blind, double-dummy and despite this, 
the ‘standard’ regimen of application for each drug 
was to some extent compromised [7,8].

Personnel

Consideration should be given as to who will execute 
this project. Will a research nurse or the help of other 
members of staff be required? Research staff are ex-
pected to have appropriate training for their roles 

within the study and, as a minimum, the principal 
investigator and other key personnel should be thor-
oughly familiar with the protocol and have received 
training in good clinical practice (GCP). Typically, 
this would be locally organized by institution re-
search and development offi cers, but expect that 
ethical committees and potential funders will want 
to know about your competence to undertake the 
work you propose. Charitable bodies and other 
funders are interested in supporting successful 
projects; to this end, they are interested not only in 
whether your research question is meaningful, but 
also your competence to execute the study, write it 
up afterwards and then disseminate the results prop-
erly. Research groupings that are collaborative, 
involve a mixture of experienced  —  as well as less ex-
perienced  —  researchers and bring together comple-
mentary abilities in the delivery of the project are 
more likely to be funded than single-handed inexpe-
rienced researchers with no track record of research 
completion or publication.

Funding

There are essentially four options: drug companies, 
grants, ‘soft’ money and minimal cost projects.

Drug companies
The pharmaceutical industry usually has plenty of 
money but is, of course, very focused on the rele-
vance of research to its individual products. Prefer-
ence is most likely to be given to projects that will 
help them to obtain a product licence or develop the 
‘profi le’ of their drug.

Grant applications
The art of writing grant applications is beyond the 
scope of this review. However, it is clear that a plausi-
ble hypothesis, a feasible project design, a capable re-
searcher and a reputable research institution are 
prerequisites to success.

‘Soft’ money
No research is devoid of cost and institutions are in-
creasingly interested in identifying how their staff 
spend their time. Expect to be questioned about 
the precise impact of your research activities on the 
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institution’s clinical work load, drug costs, offi ce and 
other expenses and, in particular, staff time.

Low or no cost projects
A number of projects can be pursued for minimal 
costs. However, institutions are increasingly aware 
of the ‘hidden’ costs of research so be prepared for 
questioning as to whether your project is really as 
inexpensive as you maintain. In addition, there is a 
(minority) view that cheap research is no good.

Equipment

It is essential to consider what equipment is needed 
and to assess whether it is available on the occasions 
when you need it. There may also be access charges 
for specialized equipment which need to be fully 
costed.

Statistics

The time to involve a statistician is at the planning 
stage of any project, in order to assess how many pa-
tients are required to test the hypothesis and how 
data will be managed and analysed. Resources for 
performing power calculations may be found on 
the Internet [9] but this cannot replace statistical 
advice.

Good will

Consider the impact of your activities on members of 
staff, including the surgeon, the operating room 
nurses, the recovery and ward staff. Extra work for 
them may lead to diffi culties and may hinder your 
progress unless you convince them that it is interest-
ing and important, and reinforce this with courtesy 
and regular information.

Ethical approval

Ethical committee approval will be required for most 
studies involving patients. Sometimes the divide be-
tween audit, which does not require approval, and 
research, which does, is not too clear. Therefore, al-
ways submit an ethics application if there is any 
doubt. In addition, if you plan to study a drug outside 

its licensed indications, then you require regulatory 
approval to do so. In the UK, applications are submit-
ted online using the website for the Central Offi ce for 
Research Ethics Committees (COREC) at www.
corec.org.uk. Applications are made through COREC 
regardless of location in the UK, then allocated to a 
local research ethics committee (LREC). Multicentre 
studies should be submitted to a regional multicentre 
ethics committee for your region (MREC) also 
through the COREC website. LRECs also require 
evidence of good science  —  usually in the form of 
peer review of the proposed project.

Indemnity

If you are simply comparing two existing treatments, 
and if both are in current use, you may be able to 
argue that no indemnity is required. When testing 
a new drug or experimental equipment, indemnity 
must be provided. This may be provided by a private 
company, the university or additional insurance. 
Your LREC will require evidence of indemnity 
provision.

Preparing to start the study

A pilot study is often useful, which may require LREC 
approval even though it is a pilot study.

Pilot study
Pilot data may allow a critical decision whether to 
proceed with a larger study. In addition, unexpected 
diffi culties in implementing the protocol can be re-
solved before committing to a much larger investiga-
tion. In addition, a pilot study will enable procurement 
of data required to undertake a power calculation.

Patient pack
Anaesthetists often recruit patients at a preoperative 
visit. Prepare yourself a small pack for each patient 
containing the information sheet, two copies of the 
consent form and the data recording form, and have 
these readily available so that you never miss an op-
portunity to recruit a patient.

Study box
Most research requires special documentation, drug 
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preparation or equipment. Consider a special box or 
bag containing all the items you need to study a pa-
tient. Prepare a comprehensive checklist including 
even the most mundane things that you need. If you 
run through this before you start, then you will not 
fi nd yourself about to take a blood sample and then 
suddenly realizing that you do not have the neces-
sary tubes, etc.

Case record form
You need a document (usually paper but possibly 
electronic in the future) into which you enter the 
data as you collect it. This needs to be very simple and 
clear, especially if it is to be used by others. Make sure 
that you record everything that you need for your 
analysis, otherwise you may fi nd yourself going 
through a hundred sets of notes many months after 
you have completed the study in order to record the 
patient’s weight or height!

Executing the study

In addition to the practical work of a study, you need 
to monitor the rate of patient recruitment and the 
impact of your activities on other professional groups 
(see above). Keep everybody happy and you should 
not have any problems.

Managing the paperwork
Where are you going to store the case record forms, 
the consent forms, etc? What are you going to write 
in the patients’ notes? What are your arrangements 
for confi dentiality? How are you going to enter the 
data on to the computer and what are the implica-
tions of this? Remember, data protection legislation 
requires you to notify the Data Protection Offi cer 
and they will require details of whether identifi able 
patient information is to be entered on the computer 
(usually it should not be) and who will have access. 
There are also restrictions on transferring data out-
side your institution (e.g. to a collaborator at another 
centre). These issues will also be considered by the 
ethics committee.

Analysis and report
When you have completed the study, analyse the 
data as agreed with your statistician and prepare a 

study report. This should be a comprehensive listing 
of all the data that you have recorded together 
with an appropriate analysis. In a commercial 
study, this can be hundreds of pages long and 
will represent many months of work in a data 
processing department. For a smaller study, it is 
obviously a lesser task but do look at all of your data 
and sort it out properly. When this is complete, you 
can identify which components of your results are 
interesting and important and submit them for 
publication.

Publicizing your results

Abstract
Take the relevant parts of your data (identifi ed 
above) and present them as an abstract to a meeting. 
This is an excellent opportunity to obtain feedback 
on your efforts and will help you to write a better 
paper.

Writing the paper
This is the fi nal stage of the process and one that if 
omitted, renders the research pointless. Several re-
views give advice on how to do this [10,11].
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acetylcholine (ACh)
at neuromuscular junction 363, 
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binding to receptors 370
in body temperature regulation 332
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in microcirculation 416
and muscarinic receptors 60
and nicotinic receptors 58, 91
release by exocytosis 366–8
in respiration 241, 243, 247
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acetylcholine receptors
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neuromuscular junction 369
respiratory tract 247, 248–9

neuromuscular junction
postjunctional 365, 366, 369–71
presynaptic 369
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nicotinic (nAChRs) 26, 58, 65, 
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structure 370
superfamily 91–2
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acid–base balance 188–97

extreme disorders 194–5
mixed disorder 189
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non-volatile variables 188
acid-sensing ion channel family 345, 
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in blood loss 207
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in shock 166, 171
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acoustic neuroma 389, 390
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ACTH see adrenocorticotrophic 

hormone
actin 186, 222, 234
action potential of myocardial 

cells 408–9
activated protein C 155
activator protein-1 110
acute phase proteins 141, 194, 321–2
acute phase response 321–2
acute respiratory distress syndrome see 

ARDS
acute tubular necrosis in shock 173
Aδ fi bres 345

and body temperature regulation 
335

and pain perception 343
termination 345, 346

adenosine
cardiovascular effects 419
in microcirculation 416

pulmonary metabolism 269
adenosine triphosphate (ATP) 61, 

186
anaerobic production 166
in cardiac muscle 412
neuromuscular junction 369
in pain perception 344
receptors 345, 369
in shock 162, 165

adenylyl cyclases 61
ADH see vasopressin
adherens junctions 222
adhesion molecules 141

in brain injury/stroke 282–4
respiratory tract 265

adipocytes, brown 334
adrenaline (epinephrine)

in acclimatization 337
in anaphylaxis 74–5
in body temperature regulation 332, 

335, 336
chirality 81
in regulation of vascular tone 160
in respiration 248
in shock 171

adrenocorticotrophic hormone 
(ACTH) 201

in body temperature regulation 
335

in stress response 317, 318
adverse drug reactions 50
AEP index 435–6, 438
AER 434, 435–6, 437, 438
AF and heart failure 306–7
AFM 396, 398
afterload 158, 159, 407, 415–16
AG 193
age

effects on body temperature 
regulation 338

effects on immune response 
106

effects on neuromuscular 
junction 372

effects on pharmacodynamics 16
effects on pharmacokinetics 16

agonists 28, 29, 30, 32
inverse 33–4
ligand-specifi c 35, 36
partial 28, 30, 31
signal traffi cking 35

agrin 371
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AIDS 153
airway surface liquid 260–1, 263
AKAP 64
albondin 223
albumin

anaphylaxis due to 73
binding to 6
and blood pH determination 192–3
in circulatory failure 21
corticosteroid binding 109
and endothelial function 222
in fl uid therapy 210–11
interstitial 228
movement between intravascular and 

interstitial compartments 205
permeability 226
in renal failure 19
transendothelial transport 223

alcohol dehydrogenase 6
alcuronium-induced anaphylaxis 72
aldosterone

in acclimatization 337
in heart failure 298, 300, 300–2
in shock 170–1
in stress response 317–18, 323
in sweating 338

alemtuzumab 112
alfentanil

in cardiopulmonary bypass 22
effects of age on sensitivity to 16
extraction ratio 8
in liver failure 18
in renal failure 20

alkaline tide 191
alkalosis

metabolic 192, 193, 194–5
respiratory 172, 189

alleles 41
allopregnenolone 96
allosteric modulators 32
α1-acid glycoprotein

binding to 6
in circulatory failure 21
in head injury 22
in obesity 17

α1-antitrypsin 264
α2-adrenoceptors 60, 66
α-adrenergic agonists

in anaphylaxis 75
cardiovascular effects 419

alpha-blockers, cardiovascular 
effects 419

α-bungarotoxin 92
alphaxalone 96
alveoli 236

epithelial cells
type I 259
type II 259–60, 265

fast/slow 244
macrophages 258–9
models of structure and 

function 245–6
surfactant secretion 245

amikacin 129
amines, pulmonary metabolism 268–9
aminophylline in anaphylaxis 75
amiodarone

cardiovascular effects 419
pulmonary toxicity 272

ammoniagenesis 191
ammonium, in acid–base balance 191
AMP see cyclic AMP

AMPA receptors 58, 65, 347, 348
AmpliChipTM 51
amputation 359
anaerobic metabolism 166, 412
analgesics, immunosuppressive 

effects 106
anaphylactoid reactions 67

mechanisms 68
triggers 69
see also anaphylaxis

anaphylaxis
aetiology 67, 69
clinical manifestation 69–70
defi nitions 67
differential diagnosis 70–1
factors affecting severity 71
incidence in anaesthesia 67
investigation of suspected 

episodes 75–7
mechanisms 68
pathogenesis 67, 69
prevention 77–8
risk factors 71
severity grading 69–70
terminology 67
treatment during anaesthesia 

74–5
trigger factors under 

anaesthesia 71–4
angio-oedema in anaphylaxis 69
angiotensin II 415

antagonists 419
in blood pressure regulation 298
in heart failure 298, 299–300
respiratory tract 269
in shock 170–1
in stress response 317–18, 323

angiotensin-converting enzyme 269
anion gap 193
anions 190, 200

unmeasured 193–4
ANP 416, 417
antagonists 28, 30, 31

competitive 28, 30, 31
neutral 34
non-competitive 28, 30, 31
reversible 28, 30

anterior cingulate cortex 351, 352
anterior horn 363
anti-ageing devices 403
antibiotics 128, 133

anaphylaxis due to 72
cross-reactivity between 72
dosage 129
double Gram-negative cover 131
duration of treatment 130–1
early and appropriate use 129
epidemiology of use 128–9
immunomodulatory effects 107
resistance to 132
selective digestive 

decontamination 132–3
antibodies 144, 147–8
antibody-dependent cellular 

cytotoxicity 104, 153
anti-CD11b 283–4
anticholinergic drugs, effects on airway 

smooth muscle 249
anticonvulsants, action at GABAA 

receptor 95–6
anticytokine therapy 154–5
anti-D 113

antidiuretic hormone see vasopressin
antigen presenting cells 105, 141
antigens, processing and 

presentation 147
antihistamines in anaphylaxis 75
anti-ICAM antibodies 284
anti-IL-8 antibody 286
anti-integrins 284
antipyretics 339
antipyrine 19
antithymocyte globulin 112
anti-TNF-α 279, 280
aorta 415

aneurysm 393
baroreceptors 169
chemoreceptors 169

aortic input impedance 159
aortic stenosis 413
aortic valve 411
AP-1 110
apoptosis 142–4
aquaporins 185, 259
arachidonic acid

metabolites 149
in pain perception 344
pulmonary metabolism 269–71
receptors for derivatives 250–1

ARDS
in hypothermia 339
oxygen supply dependency in 167
in shock 173

arginine vasopressin see vasopressin
arterial pressure see blood pressure
arteries 415
arterioles 221, 230, 415
ASIC family 345, 355
aspirin

antipyretic effects 339
asthma induced by 271–2

asthma 248
and anaphylaxis 70, 71
aspirin-induced 271–2
preoperative assessment 424–5

astrocytes 6
in brain injury/stroke 282
chemokine expression 284, 285
cytokine expression 277–8
in neuropathic pain 358

asymmetric synthesis of drugs 88
AT1 receptor antagonists in heart 

failure 301–2
ATN in shock 173
atomic force microscopy 396, 398
ATP see adenosine triphosphate
ATP binding cassette 48
atracurium

and histamine release 69
in renal failure 20

atrial contraction, and cardiac 
output 158

atrial fi brillation, and heart 
failure 306–7

atrial natriuretic peptide 416, 417
atrioventricular node 407–8, 410
auditory evoked potential index 435–6, 

438
auditory evoked responses 434, 435–6, 

437, 438
autonomic nervous system 407
AV node 407–8, 410
AVP see vasopressin
awareness 430–1, 438–9
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action following complaints of 432
causes 439
implicit 431–2
monitoring of depth of 

anaesthesia 432–8
stages 431

axons 363
azathioprine

immunosuppressive effects 111
toxicity 43

B2AR see β2-adrenoceptor
B cells 104

activation 140
antigen specifi city 147
clonal selection and expansion 147
in humoral immunity 144
response to shock 174

B-type natriuretic peptide, as biomarker 
in heart failure 309–10

bacteria
anatomical barriers to 139–40
infl ammatory response to 141–2, 143

band 3 protein 252, 255
barbiturates

action at GABAA receptor 95
chronopharmacology 17

baroreceptors 169, 417
barriers to pathogens 103, 139–40
basal cells, respiratory epithelium 258
basal metabolic rate 337
base excess 190
basement membrane

microvasculature 221, 222
neuromuscular junction 365

basiliximab 112
BBB see blood–brain barrier
BCL2 protein family 144
BDNF in nerve injury 357
BE 190
behavioural changes, 

postoperative 323–4
belatacept 112–13
benzodiazepines, action at GABAA 

receptor 94–5
β2-adrenoceptor (B2AR)

molecular mechanisms 250
polymorphism 49, 249
respiratory tract 248, 249–50

β2-agonists 249–50
and B2AR polymorphism 49

β2-integrin 142
β-adrenergic antagonists

and anaphylaxis 71
cardiovascular effects 419
in heart failure 302

beta-agonists, cardiovascular effects 419
β-blockers see β-adrenergic antagonists
β-endorphin, in stress response 317, 

319
11β hydroxysteroid dehydrogenase 109
bicarbonate 188–9, 192, 200

transport in blood 251–2
biliary system, drug excretion 7
bioartifi cial organs 399
bioavailability

and absorption 5
defi nition 5

biomimicry 399
biophase 14
BIS 434–5, 436, 438
bisoprolol, in heart failure 302

bispectral index 434–5, 436, 438
bleomycin, pulmonary toxicity 272
blood

arterial gas measurement 426
carbon dioxide carriage 251–2
circulation 407
clotting in shock syndromes 161–2
distribution 417–18
in hypothermia 340
loss 207–8
nanotechnology tests 398
oxygen carriage 252, 254–5
pH 188–9

determinants 189–94
shear-thinning 229
total blood volume 417–18
transfusion 198, 207–8

immunosuppressive effects 106–7, 
152–3

venous return 418
blood–brain barrier (BBB) 3, 6, 222–3, 

236–7
breakdown 282
in meningeal infl ammation 21

blood fl ow
autoregulation 157, 158, 160, 232
and body temperature regulation 

332
cerebral, following injury/stroke 282
control in microcirculation 229–30, 

415
coronary 160
cutaneous 332
and drug distribution 5
in hypovolaemia 160–1
rate 415
in sepsis 161–2
in shock 159–62, 171
turbulent 415

blood pressure 415, 416
in capillaries 231
and cardiac output 157, 416
control of 298, 417
measurement 420
in shock 157–8, 169

BMR 337
BNP 309–10
body temperature

in anaesthesia 338–9
as barrier to infection 140
calculation 331
effects of alterations in 331, 332
effects of cold shower 338
and heat loss/gain 331, 332, 333
in laparoscopic surgery 339
limits of set points 335
measurement 340–1
normal values 331
regulation 331–8

pathological changes in 339–40
Bohr effect 253
bone marrow 151
bradycardia in shock 171
bradykinin 141

in pain perception 344
pulmonary metabolism 269
in septic shock 161

brain
blood fl ow following injury/stroke 

282
cortex 118
effects of shock 171

general anaesthesia target 
structures 117–19

hypoxia 275
infarction 387, 389
infection 388
infl ammation following acute 

injury 275–95
injury

animal models 277
chemokines in 284–6
cytokines in 275–84
diffuse axonal 281
infl ammation following 275–95
pharmacokinetics in 22

ischaemia 275, 276
animal models 277
imaging 387–8, 389

microcirculation 236–7
MRI 386–90
oedema 278, 387–8
in pain perception 351, 352, 359
reticular activating system (RAS) 118
role in control of respiration 241–2
thalamus 118
tumours 388–90

brain-derived neurotrophic factor 357
brainstem, pain pathways 351, 359
breathing, control of 240–3, 244
bronchi, control of size 247–8
bronchioles, control of size 247–8
bronchoconstriction 247–8
bronchodilatation 248
bronchodilators in anaphylaxis 75
bronchospasm 425

in anaphylaxis 70, 71
aspirin-induced 271

brown adipocytes 334
brown fat 332–3, 334, 335, 338
buccal administration and absorption 5
buckminsterfullerenes 401
bucky balls/tubes 401
buffer base 190
bundle of His 408
bupivacaine

isomers 81, 84
pulmonary metabolism 272

burns, effects on immune response 107

C fi bres 345
and body temperature regulation 335
and pain perception 343, 345
termination 345, 346

C-reactive protein
in infection 130
in infl ammatory response 141

calcineurin inhibitors 111–12
calcitonin gene-related peptide 345, 

349, 350
calcium

at neuromuscular junction 365, 
366–8, 370

in heart conduction 409
regulation 64
second messenger systems 62–3, 64
as strong ion 190

calcium-channel blockers 367, 419
calcium channels

endothelial 223
knockout mice 367–8
lower motor neurones 363
neuromuscular junction 366–8
in neuropathic pain 358–9
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calmodulin 222, 368
cancer

diagnosis by nanotechnology 398
following transplantation 113
immunology 153
immunosuppressive effects of 

anaesthesia and analgesia 106
immunotherapy 153
pain 354
treatment by nanotechnology 401–2

candesartan 301
cannabinoid receptors 350
CAP, antibiotic therapy 131
capillaries 221, 415

absorption of extravascular fl uid 
into 231–2

blood pressure in 231
brain 236–7
continuous 222
control of blood fl ow in 229–30
discontinuous 222
fenestrated 222
function 222
hydrostatic pressure 227, 228

in shock 170
in infl ammation 235–6
movement of fl uids and electrolytes 

in 202
oxygen exchange 230
pulmonary 236, 266
recruitment 222
structure 222

capillary leak syndrome 237
capillary walls 181–2, 221

‘leak’ 205, 206, 223, 228
movement across 225

active transport 225
central mechanisms of 

control 231–2
changes in fl ux 233
convective fl ux/bulk fl ow 226–7
diffusion 226
fl uids 184
and interstitial fl uid 

pressure 233–4
local mechanisms of control 232–3
solute exchange 227–8

permeability 205, 206, 223, 226, 
234–5, 235–6

physiology 222–3
captopril, in heart failure 301
carbamino compounds 251, 253
carbaminohaemoglobin 251, 253
carbohydrate metabolism in stress 

response 322
carbon dioxide

carriage in blood 251–2
and pH of blood 188–9
role in control of respiration 243

carbonic acid 188, 189
carbonic anhydrase 251–2
cardiac glycosides 419
cardiac index 168
cardiac output (CO)

in blood loss 207
and blood pressure 157, 416
determining factors 412
measurement 414–15, 421
and pulse pressure 421
in shock 158–9

cardiac resynchronization 
therapy 303–4

cardiopulmonary bypass, 
pharmacokinetics in 22

cardiovascular system
in anaphylaxis 69
assessment 407–22
drug effects on 419
examination 419
history-taking 418–19
investigations 420–1
model 407, 408

carotid baroreceptors 169
carotid chemoreceptors 169
CARS 155
carvedilol 302
caspases 143, 144
catecholamines in stress response 317
cathelicidins 264
cations 190
caveolae 222, 223, 225, 268
caveolin-1 223
CD antigens 145

CD4 104–5, 145
CD8 104–5, 145
CD14 141–2

cefepime 129
cefpirome 129
ceftriaxone 129
cell membranes 186–7

carriers 185–6
channels 185

see also ion channels
co-transport across 186
countertransport/antiport 186
diffusion across 3–4, 181–3
drug transfer across 3–4
ion gradients 184–5
lipids 3, 180
permeability 181–3, 226
potential 184–5
proteins 3, 180
in shock 165
structure 180, 181
symport 186
transport across 180, 185–6
water movement across 183–4

cell motility 186
cell volume sensing 397
cells

functions 180
mechanisms of injury in shock 162–6

cellular ischaemia 162
cellular physiology 180–7
cellular topography 396
central nervous system

effects of shock 171
MRI 386–90
role in control of respiration 241–2

central pattern generator 240–1
ceramic nanoparticles 401
CFTR 258, 261
CGRP 345, 349, 350
chemokines 148, 149, 355

antagonists 286
in brain injury/stroke 284–6
in infl ammation 284–6
respiratory tract 265

chest X-ray 425
childhood, pharmacokinetics in 16
chiral assays 85
chiral pools 88
chiral switching 85–6
chirality 80

and drug manufacture 87–8
four-location model 84
and pharmacokinetics 84–5
recognition theory 83–4
single isomer drugs 85–7
terminology 80–3
three-point attachment model 83–4

chlordiazepoxide, extraction ratio 8
chloride

concentration gradients 184–5
content of body fl uids 201
disorders of homoeostasis 192, 193, 

200, 209
exchange for bicarbonate in 

erythrocytes 252
in gastrointestinal tract 191
renal handling 190–1
requirements and control 200
as strong ion 190, 200

chloroform, effects on Kv channels 122
chlorpromazine, extraction ratio 8
cholecystokinin, in dorsal horn 349, 

350
cholesterol, cell membrane 3, 180
choline 365–6
choline acetyltransferase 365
chromatography in isomer 

separation 87
chronic lymphocytic leukaemia 153
chronic obstructive pulmonary 

disease 424
chronopharmacology 17
ciclosporin, immunosuppressive 

effects 111–12
ciliary neurotrophic factor receptor 149
ciliated columnar cells 257–8, 260–1
ciprofl oxacin

dosage 129
duration of treatment 131

circadian rhythms, effects on 
pharmacokinetics 17

circular dichroism spectrum 82
circulatory failure, pharmacokinetics 

in 20–1
cirrhosis, pharmacokinetics in 18
cisatracuronium in renal failure 20
citric acid cycle 166
Clara cells 258, 265, 266
clearance 7–8, 9

defi nition 7
effects of physiology and 

pathophysiology 15–22
and extraction ratio 8–9
intrinsic 7
model-dependent 

determination 10–14
model-independent 

determination 9–10
in poor metabolizers 42

clinical anaphylaxis see anaphylaxis
clinical trials

blinding 445–6
ethics 447
funding 446–7
methodology 447–8
personnel 446
protocol 442, 443
publication of results 448
randomization 444–5
sample size 442–4
sham treatments 446
study design 444–6
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clonal selection and expansion 147
clones 148
cluster of differentiation antigens see CD 

antigens
CMR-1 344
CO see cardiac output
cocuronium in renal failure 20
codeine metabolism 45
cold

acclimatization to 336, 337
pain pathways 344

cold and menthol sensitive 
receptor 344

cold receptors, respiratory tract 242
collagen 224, 225, 265
collectin family 263
colloids 210–13

anaphylaxis due to 73
choice of 208
distribution 205–6
physiological 214

colony-stimulating factors 149
columnar cells, ciliated 257–8, 260–1
community-acquired pneumonia, 

antibiotic therapy 131
compensatory anti-infl ammatory 

response syndrome 155
complement 104, 140, 144

alternative pathway 140
classic pathway 140
in shock 163

compressed spectral array 433, 434
concentration gradient 182
conglomerates 87
connexins 223
consciousness

neural correlate 125
in shock 171
see also awareness

contractility 158, 159
contrast agents in MRI 384–5
convective fl ux 227
COPD 424
coronary artery disease 300, 307
coronary artery perfusion pressure in 

shock 172
corticosteroids

in anaphylaxis 75
in brain injury 286–7
dosage 110–11
effects on gene transcription 110
immunosuppressive effects 108–11
in infl ammation 286–7
properties 109
pulse therapy 111
in stress response 316–17

corticotrophin see adrenocorticotrophic 
hormone

corticotrophin-releasing hormone 318
cortisol 109, 317, 318
covalent bonds 27
CPG 240–1
Creutzfeldt–Jakob disease, new 

variant 210, 211
CRH 318
critical illness polyneuropathy 373
cryonics 404
crystallization of isomers 87
crystalloids

choice of 208
distribution 203–5
isotonic 208, 209–10

CSA 433, 434
Cushing response 169
cyclic AMP 180–1

in body temperature regulation 332
respiratory tract 249, 250
second messenger systems 61–2
third messenger systems 63, 64

cyclic GMP 180–1
in body temperature regulation 332
as marker for anaesthesia 66
second messenger systems 61–2
in shock 160
third messenger systems 63, 64–5

cyclic GMP-dependent protein 
kinases 62, 63, 64–5

cyclo-oxygenase pathway 269–71, 272
cyclophosphamide, immunosuppressive 

effects 111
cys-loop receptor superfamily 91–2
cystic fi brosis 261
cystic fi brosis transmembrane 

conductance regulator 258, 261
cytochrome P450 system

in critical illness 19
CYP1 6
CYP1A2 47–8
CYP2 6
CYP2C9 46–7
CYP2C19 47
CYP2D6 45–6
CYP3 6
CYP3A 46
CYP3A4 109–10
numbering system 44
in obesity 17
and oxidation reactions 6
polymorphisms 44–8
and reduction reactions 6
in respiratory tract 265

cytokines 148–9
in adaptive immunity 104, 145
in brain injury/stroke 275–84
in infl ammation 142, 143, 275–84, 

353, 355
in innate immunity 103–4, 142, 143
receptor antagonists 150
receptors 149–50
respiratory tract 265
secretion by Th cells 146–7
in stress response 317, 321–2
therapeutic use 153

daclizumab 112
DAG 62
death activators 144
death receptors 144
debrisoquine hydroxylase 45–6
defensins 263–4
dehydration 199, 207
demyelination, neuroimaging 386–7
dendrimers 401
dendrites 363
dendritic cells 105, 141
deoxyhaemoglobin 251, 253, 254
depleting antibodies 112
depth of anaesthesia, 

monitoring 430–40
dermis 139
desensitization 77–8
dexamethasone

immunosuppressive effects 108–11
properties 109

dextrans 211–12
anaphylaxis due to 73

dextrorotation 81
dextrose saline solutions 203, 209
dextrose solutions 203–4, 207, 208–9, 

214–15
composition 209

diabetes insipidus 207
diabetes mellitus 214, 215
diacylglycerol 62
diastereoisomers 81
diastole 407, 411
diazepam

absorption 4
action at GABAA receptor 94–5
in childhood 16
extraction ratio 8
metabolism 47
and stress response 324

DIC in shock 174
diffusion 181–3

across capillary endothelium 226
across cell membranes 3–4, 181–3
facilitated 4

diffusion coeffi cient 182, 226
dilutional thrombocytopenia 174
dioxins 335
dipalmitoyl phosphatidyl choline 259
diphenhydramine, extraction ratio 8
dipole–dipole interactions 27
disseminated intravascular coagulation 

in shock 174
distomer 85
diuretics

cardiovascular effects 419
in heart failure 300

DMCM, action at GABAA receptor 95
DNA 41

damage repair by 
nanotechnology 403–4

sequencing 398
DNA microarray technology 51
dobutamine, immunomodulatory 

effects 107
dopamine

in anaphylaxis 75
in body temperature regulation 332
immunomodulatory effects 107
in shock 174

dorsal horn 346–7
in infl ammatory response 355–6
in neuropathic pain 359
neurotransmitters within 347–50
projection neurones 350–1

dorsal root ganglia
in infl ammatory response 356
and pain perception 343

dose–response curve 28, 29
double-stranded RNA 142
droperidol, extraction ratio 8
Drosophila, potassium channels 120
drug administration

and absorption 4–5
nanotechnology 400–1

drug concentration, analysis of time 
course 9–15

drug distribution
and blood fl ow 5
effects of physiology and 

pathophysiology 15–22
and lipid solubility 5
and protein binding 5–6
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drug distribution (cont.)
volume of 5, 9

apparent 10
calculation 5
model-dependent 

determination 10–14
model-independent 

determination 9–10
drug excretion 7

biliary 7
effects of physiology and 

pathophysiology 15–22
renal/urinary 7

drug metabolism 6
conjugation/synthesis 6–7
effects of physiology and 

pathophysiology 15–22
hydrolysis 6
oxidation 6
phase I 6
pulmonary 268, 272
reduction 6

drug metabolizing enzyme 
polymorphism 42–3

drug–receptor interactions 26–8
DTH 73, 150, 151
dust inhalation 262
dyneins 186, 366
dyspnoea 426

ECG see electrocardiography
echocardiography 420–1
ECM 222, 224–5
ectopic discharges 356
ED50 28, 29, 30
edrophonium 369
EEG see electroencephalography
effect site 14
eicosanoids 269–71
Einthoven’s triangle 409
ejection fraction 412–13
elastase 282
elastin 264
elderly people

basal metabolic rate 337
body temperature regulation 338
immune responses 106
neuromuscular junction changes 372
pharmacokinetics in 16

electrocardiography (ECG) 409–11, 
420

in hypothermia 339
electroencephalography (EEG)

changes during general 
anaesthesia 117–18

depth of anaesthesia monitoring 
based on 433–8

median frequency (MF) 433
spectral edge frequency (SEF) 433

electrolytes 199–200
physiology of management 198–9
response to stress 200, 201
in three-compartment model 201

electrospun nanofi brous 
scaffolding 398–9

elimination rate 13
emphysema 264
enantiomers 80–1

drug development from 85–7
pharmacokinetics 84–5

encephalitis, imaging 388
encephalopathy, septic 161, 171

end-diastolic ventricular volume 158
endocytosis 140, 226
endomorphins 349
endoscopic retrograde 

cholangiopancreatography 
391

endoscopic surgery and stress 
response 325–6

endothelial-derived hyperpolarizing 
factor 223

endothelial surface layer 
(glycocalyx) 222, 226, 228, 229

endothelins
endothelial release 223
in heart failure 300
pulmonary metabolism 269
in shock 163

endothelium 221
in infl ammation 235–6
junctions 222–3, 226, 236, 268
and leucocyte recruitment 283
movement across 225–7, 231–4
permeability 205, 206, 223, 226, 

234–5, 235–6
physiology 222–3
respiratory tract 267–72
in septic shock 161–2
solute exchange across 227–8
structure 222

endotoxin 141, 162
enfl urane 80
enzymic resolution in isomer 

separation 87
eosinophils 140

respiratory tract 259
epidermis 139
epidural administration

and absorption 4
and risk of anaphylaxis 71
and stress response 325

epinephrine see adrenaline
epithelium

respiratory 257–60
functions 260–7

equilibrium dissociation constant 28, 
29, 30, 31

for competitive inhibitors 30, 31, 
38–9

of the stimulus–response event 30
equilibrium partition coeffi cient 226
equilibrium potential 184, 185
ER 13
ERCP 391
ERK 355, 356
erythema in infl ammatory 

response 141
erythrocytes 229, 230

artifi cial 403
carbon dioxide carriage 251–2
oxygen carriage 252, 254–5

erythromycin, immunomodulatory 
effects 107

esterases 6
ethanol, action at glycine receptor 93
ethics

and pharmacogenomics 52
in research 447

etomidate
action at GABAA receptor 96
in cardiopulmonary bypass 22
extraction ratio 8
and stress response 324

eudismic proportion 85, 87
eutomer 85
everolimus, immunosuppressive 

effects 112
evoked responses and depth of 

anaesthesia monitoring 435–6
exercise testing, preoperative 427
explicit memory 430, 431
explicit recall 430–1
extracellular matrix 222, 224–5
extracellular signal-related protein 

kinase 355, 356
extraction ratio 8

high 8
intermediate 8, 9
low 8

exudate 141

fatigue, postoperative 323–4
fentanyl

in cardiopulmonary bypass 22
extraction ratio 8
in liver failure 18
pulmonary metabolism 272
in renal failure 20
and stress response 324–5

fever 339
Fick’s law 182, 226, 414
fi rst pass effect 5
fl ecainide 419
fl uids 208–15

colloids 73, 205–6, 208, 210–13, 214
composition 209
crystalloids 203–5, 208, 209–10
distribution 200–6
hypertonic solutions 206, 208, 

213–14
loss 199
physiology of management 198–9
requirements 198, 199
response to stress 200, 201
retention 19, 21
therapy

in anaphylaxis 75
effects on acid–base balance 

194–5
history of 198
in hypothermia 340
maintenance 206–7
resuscitation 207–8

fl umazenil
action at GABAA receptor 94, 95
extraction ratio 8

fl ux 182
fMRI 352, 385–6, 393
follicle-stimulating hormone in stress 

response 317, 320–1
food, specifi c dynamic action 335, 337
foramen ovale 266
forskolin 98
Frank–Starling curve 299
free radicals

in brain injury/stroke 282
in shock 164–5

FSH in stress response 317, 320–1
FTY720 112
fullerenes 401
functional shunts 160
fusion proteins 112–13

G-protein-coupled receptors 26, 32, 
58–60, 318
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conformational theories of 
action 32–4

hydrogen bonds 27
G-proteins 26, 32–4

activation and deactivation 58, 59
classifi cation 58–9
cycle 58–60
subunits 58–9
as target for anaesthetic agents 66

GABA 56
in control of respiration 241
dorsal horn 347
in neuropathic pain 358

GABAA receptors 26, 56–7, 65, 91, 93–4
and general anaesthetic agents 98–9, 

119
pharmacology 94–8
phosphorylation 96–8
subunits 93–4

knock-in mice 99
knockout mice 98–9

GABAB receptors 56, 60
GABAC receptors 56–7
gadolinium, in MRI 384–5
galanin, in dorsal horn 349, 350
gallamine, anaphylaxis due to 72
gallstones, imaging 391
γ-aminobutyric acid see GABA
gastrointestinal tract

effects of shock 173
gastric acidity 140, 191
hypomotility 20–1
location of absorption in 5
and strong ion difference 191–2

GATA-binding protein-3 147
GCs 61–2
Gd-DTPA 384–5
GDP 58, 59
gelatins

anaphylaxis due to 73
in fl uid therapy 211

gelofusin 211
gene expression

arrays 50–1
in shock 165–6

gene therapy 52
general anaesthetic agents

action at GABAA receptors 98–9
effects on Kv channels 122
immunosuppressive effects 106
mode of action 90–1
target brain structures 117–19
volatile, and stress response 324

genes 41
genetic polymorphism 41

infl uence on drug disposition and 
actions 42–50

genetics 41–2
genotype 41
gentamicin, dosage 129
Gibbs–Donnan effect 224
glial cells

activation 275
cytokine expression 277, 278
in neuropathic pain 358

glipizide 47
glomerular fi ltration 7
glucagon

in anaphylaxis 75
in body temperature regulation 335
in stress response 317, 320

glucocorticoid receptor 109, 110

glucocorticoids see corticosteroids
GLUT-1 185–6
GLUT-4 186
glutamate

in control of respiration 241
dorsal horn 347
in neuropathic pain 358

glutamate receptors 57–8
dorsal horn 347–9
in neuropathic pain 358

glutaminogenesis 191
glycine 58, 65, 93

in control of respiration 241
dorsal horn 347
in neuropathic pain 358

glycine receptors 58, 65, 91, 93
glycocalyx 222, 226, 228, 229
glycolipids 3
glycolysis 166
glycoprotein 222

binding to 6
cell membrane 3
in circulatory failure 21
extracellular matrix 224
in head injury 22
in obesity 17
P-glycoprotein expression 

polymorphism 48
substrates 48

glycosaminoglycans 222, 229
glycosuria 207
GM-CSF 146, 149
GMP see cyclic GMP
goblet cells 258
Goldman cardiac-risk index 423
Goldman constant fi eld equation 185
gonadotrophins in stress response 317, 

320–1
GR 109, 110
graft rejection 152
granulocyte macrophage colony-

stimulating factor 146, 149
GRH in stress response 318
growth factors 148, 149, 265
growth hormone

in body temperature regulation 335
in stress response 317, 318–19

growth hormone-releasing hormone in 
stress response 318

GTP 58, 59, 61
guanosine 5′ diphosphate 58, 59
guanosine triphosphate 58, 59, 61
guanylate cyclases 61–2

haematological manifestations of 
shock 173–4

haemoglobin
carbon dioxide carriage 251
molecular basis of function 252–4
nitric oxide binding 253
oxygen uptake 255
S-nitrosylation 230

Haldane effect 251, 253
haloperidol, extraction ratio 8
halothane

chronopharmacology 17
effects on Kv channels 122
immunosuppressive effects 106
pulmonary metabolism 272
and stress response 324

Hamburger shift 252
Hartmann’s solution 207, 208, 209–10

head injury
infl ammation following 275–95
pharmacokinetics in 22

heart 407
acute response to injury 297–8
conduction system 407–11
effects of shock 171–2
ischaemia 300
mechanical function (cardiac 

cycle) 411–12
MRI 392, 393
muscle 412
pacemaker cells 407, 408, 413–14
remodelling 297, 299–300
ventricular dilatation 299

heart block 410
heart failure 296

aetiology 296, 297
and atrial fi brillation 306–7
biomarkers 309–10
classifi cation 296–7
diagnosis 296
diastolic 307–9
effects on pharmacokinetics 18–19, 

21
future strategies 310–11
management 300–6
pathophysiology 297–300
with preserved systolic function 308
prognosis 296, 310
systolic 297

heart murmurs 415
heart rate 413–14

and cardiac output 158
depth of anaesthesia monitoring 

based on 438
in shock 171–2

heat
pain pathways 344
principles of loss and gain 331, 332, 

333
heat cramps 338
heat stress 337–8
heat stroke 337–8
Henderson–Hasselbalch equation 3–4, 

188–9
hepatic artery 7
hepatic vein 7
hepatitis C virus 142
hepatocytes 7, 191
HERG gene polymorphism 50
Hering–Breuer refl ex 242–3
herpes simplex virus 142
heterozygosity 41
high mobility group 1 protein 163
highly active antiretroviral therapy 153
Hill plot 28, 29, 38
hippocampal plasticity 57
histamine

in anaphylaxis 67, 69
in body temperature regulation 332
drug-induced release 69
in infl ammatory response 141
in septic shock 161

histamine-2 receptor antagonists 107
histocompatibility 145, 152
histoincompatibility 145, 152
history-taking

cardiovascular disorders 418–19
following anaphylactic episodes 76
respiratory disorders 424–5

HIV infection 153
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HLA 145
HMG-1 163
homoeostasis 180–1
homozygosity 41
hot environments, acclimatization 

to 337
5-HT see serotonin
Human Genome Project 41
human leucocyte antigens 145
human-β-defensins 264
humidifi cation of inspired air 261–2
hyaluronan 224, 265
hybridoma 148
hydralazine and acetylator status 44
hydrocortisone

in brain injury 287
immunosuppressive effects 108–11
properties 109

hydrogen bonds 27
hydrogen peroxide 164, 165
hydromorphone, extraction ratio 8
hydrostatic pressure 183–4, 201–2

capillary 227, 228
hydroxyl radicals 164
5-hydroxytryptamine see serotonin
hyperchloraemia 192, 200, 209
hyperglycaemia

effects on immune response 106
in fl uid therapy 215
perioperative 319–20, 322
in shock 174

hyperkalaemia 215
hypersensitivity

delayed type (type IV) 73, 150, 151
type I 67, 72–3, 150, 151
type II 150, 151
type III 150, 151

hypertension, and heart failure 296
hyperthermia 338
hyperthyroidism 339
hypertonic solutions 206, 208, 213–14
hypertriglyceridaemia in shock 174
hypoalbuminaemia 193
hypocapnia in shock 172
hypochloraemia 193
hypoglycaemia

in shock 174
treatment 215

hypokalaemia 215
hypotension, differential 

diagnosis 70–1
hypothalamus

and acclimatization 337
and body temperature 

regulation 331, 334, 335
in stress response 317

hypothermia 338, 339–40
effects on immune response 106
therapeutic, in brain injury 287–8

hypovolaemia 159, 160–1
cellular ischaemia in 162

hypoxia/hypoxaemia 19
cerebral 275
effects on immune response 106
postoperative 423
role in control of respiration 243, 244

ibuprofen, isomers 85
ICAM-1 141

in brain injury/stroke 282–3, 284
knockout mice 284
respiratory tract 265

ICD
guidelines for implantation 305–6
in heart failure 303, 304–6

IκB 141
IL-1ra 150, 278, 279, 288
immune system 103, 139–56

effector response 139
effects of shock 174
memory response 139
recognition response 139
respiratory tract 264–5

immunity
acquired/adaptive/specifi c 103, 

104–5, 141, 144–50
cell-mediated 144–5, 145, 146, 

264–5
defi nition 139
humoral 144, 146, 264
innate 103–4, 139–44

immunogens 147
immunoglobulins

IgA 148, 264
IgD 148
IgE 67, 148
IgG 148, 264
IgM 148
intravenous, immunosuppressive 

effects 113
structure 147–8

immunological memory 147
immunoparalysis 155
immunosuppression

agents 152
incidental/inadvertent 105–8, 152–3
infection and malignancy 

associated 113
intentional 108–13, 152

immunotherapy
cancer 153
sepsis 154–5

implantable cardioverter defi brillator see 
ICD

implicit memory 430, 431–2
implicit recall 431–2
induction agents

anaphylaxis due to 73
intravenous, and stress response 324

infection
accurate diagnosis 129–30
detection and prevention by 

nanotechnology 404
following transplantation 113
infl ammatory response to 141–2, 143

inferior vena cava 407
infl ammation 141, 275–6

chemokines in 284–6
cytokines in 142, 143, 275–84, 353, 

355
defi nition 275
early and late mediators 233
following acute brain injury 275–95
meningeal 21
pain pathways 353, 354, 355–6
regulation of response 141–2, 143
role of microcirculation 235–6, 

237–8
therapeutic strategies 286–8

infl ation refl ex 242–3
infl uenza virus 140, 142
infusion devices, target controlled 10
inhalation

and absorption 4

defences against inhaled 
pathogens 263–4

drug delivery by 262–3
humidifi cation of air 261–2
inactivation of inhaled 

xenobiotics 265–6
of particles 262

inhalational anaesthetic agents, 
pulmonary metabolism 272

inhibitors see antagonists
inositol triphosphate 62, 180, 248–9, 

250
insertion/deletion polymorphisms 41
insulin

metabolic effects 319
resistance to 214
in stress response 317, 319–20

insulin-like growth factors 318–19
insulin receptor 26
integrins

in brain injury/stroke 282, 283
in microcirculation 223, 224
in sepsis 161

intercellular adhesion molecule-1 see 
ICAM-1

interferon inducible protein-10 284, 
285, 286

interferons 140, 142, 148, 149
IFN-γ

in immune response 104
secretion by Th cells 146, 147
in shock 163

interleukin-1 receptor antagonist 150, 
278, 279, 288

interleukins 148
IL-1

in body temperature 
regulation 332, 339

in brain injury/stroke 278
expression in CNS 277
receptors 149

IL-1β
in brain injury/stroke 276, 277, 

278–9
expression in CNS 278
in infl ammatory response 142
intracerebroventricular 

injection 279
in shock 163

IL-2
receptor complex (IL-2R) 149
secretion by Th cells 146
in shock 163

IL-3, secretion by Th cells 146
IL-4, secretion by Th cells 146–7
IL-5, secretion by Th cells 146
IL-6

in body temperature 
regulation 332, 339

in brain injury/stroke 277, 281
expression in CNS 277, 278
receptors 149
secretion by Th cells 146
in shock 163
in stress response 321

IL-8
in brain injury/stroke 284, 285, 

286
in infl ammatory response 142

IL-9, secretion by Th cells 146
IL-10

secretion by Th cells 146
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in shock 163
IL-12, in immune response 104, 141
IL-13, secretion by Th cells 146

International Union of Pure and Applied 
Chemistry 81

interstitial compartment/space 199, 
201, 202, 224

fl uid 224–5, 227
change in pressure 233–4
distribution 203–6
transcapillary absorption 231–2
turnover 228

oncotic pressure 228
phases 225
pressures in 224, 225

intracellular compartment 199, 201, 
202–3

fl uid distribution 203–6
intradermal testing following 

anaphylactic episodes 76–7
intramuscular administration and 

absorption 4
intrathecal administration and 

absorption 4
intravascular compartment 199, 201, 

202
intravenous immunoglobulin, 

immunosuppressive effects 113
intraventricular pressure 411–12
ion channels 26, 119, 185

endothelial 223
ligand-gated 56, 57, 90, 99, 119, 185

excitatory/cationic 56, 57, 65–6, 91
fi ne structure and physiology 91–4
inhibitory/anionic 56, 57, 65, 91
and mode of action of general 

anaesthetic agents 90–1
voltage-gated 56, 57, 119–25, 185
see also specifi c receptors and channels

ionic bonds 27
IP3 62, 180, 248–9, 250
IP-10 284, 285, 286
irritant receptors, respiratory tract 242
ischaemia

cellular 162
cerebral 275, 276

isofl urane
effects on Kv channels 122
immunosuppressive effects 106
structure 80

isolated forearm technique 433
isomers 80

constitutional 80
and drug manufacture 87–8
interactions with receptors 83–4
separation 87
single isomer drug 

development 85–7
terminology 80–3

IUPAC 81
IVC 407
IVIG, immunosuppressive effects 113

junctional cleft 364, 365

kainate receptors 58, 65, 347
dorsal horn 348

kallikrein-kinin system in 
infl ammation 141, 355

KCNE2 gene polymorphism 50
ketamine

effects on Kv channels 122

extraction ratio 8
immunosuppressive effects 106

ketones 193, 194
kidney

compensatory mechanisms in 
shock 170–1

drug clearance 7
drug excretion via 7
effects of shock 173
failure 19–20, 173
hypoperfusion 173
in hypothermia 340
MRI 391
strong ion handling 190–1

kinesins 186, 187, 366
kinins

in infl ammatory response 141, 355
in microcirculation 416

knee, imaging 391
Korotkoff sounds 415
Kv channels see potassium channels
kwashiorkor 107–8

LA 407
lactate 190

in shock 166, 167
lactoferrin 263
LAK cells 104
Lambert–Eaton myasthenic 

syndrome 367–8
laparoscopic surgery

body temperature during 339
and stress response 325–6

Laplace equation 245
Larmor frequency 379–80, 381
laryngospasm 425
laser surgery, application of 

nanotechnology 402
latex

anaphylaxis due to 72–3
sensitivity to 72–3

laudanosine in renal failure 20
law of mass action 27–8, 37–8
LBP 141, 142
LC 351
left atrium 407
left bundle branch block 303, 410–11
left ventricle (LV) 407

contraction 411–12
end-diastolic volume 412–13
function 412–13
pressure–volume relationship 413

left ventricular assist devices 310
leucocytes 140, 145, 229

recruitment in brain injury/stroke 
281–4

leukotrienes 149
in anaphylaxis 69
respiratory tract 271, 272
in shock 161, 163

levodopa, isomers 85
levofl oxacin, dosage 129
levorotation 81
LH in stress response 317, 320–1
lidocaine

cardiovascular effects 419
in circulatory failure 21
pulmonary metabolism 272

life extension by nanotechnology 403
light, plane-polarized 81–2
limb amputation 359
Lineweaver–Burk plot 28, 29

lipid signalling 62
lipids

cell membrane 3
metabolism in stress response 323
solubility, and drug distribution 5

lipoarabinomannan 142
lipopeptides 142
lipopolysaccharide 141–2
lipoproteins 6, 142
liposomes 401
lipoteichoic acid 142
literature searches 441–2
liver

assessment of function 18
drug clearance 7–8
effects of shock 173
failure, pharmacokinetics in 

18–19
glutaminogenesis 191
MRI 391

LL37 264
local anaesthetic agents, anaphylaxis 

due to 73
locus ceruleus 351
long-term depression 57
long-term potentiation 57
lorazepam, extraction ratio 8
loreclezole, action at GABAA 

receptor 95–6
losartan in heart failure 301
lower medullary chemoreceptors 169
lower motor neurones 363, 364
LPS 141–2
LPS-binding protein 141, 142
LTD 57
LTP 57
lungs

compliance 243–6
drug metabolism 268, 272
drug toxicity 272
endocrine function 267
endogenous compound 

metabolism 267–72
microcirculation 236, 266
non-respiratory functions 257–74
surface forces 245
thromboembolism 266–7
time dependency of elastic 

behaviour 244
see also respiratory tract

luteinizing hormone, in stress 
response 317, 320–1

LV see left ventricle
LVAD 310
LVEDV 412–13
lymph, rate of fl ow 225
lymph nodes 151–2
lymphatics 225
lymphocytes 145

in brain injury/stroke 281
recirculation 152
see also B cells; T cells

lymphoid tissue 150–2
lymphokine activated killer cells 104
lysozyme 140, 263

MAC, depth of anaesthesia monitoring 
based on 438

macrophage infl ammatory 
protein-1α 284, 285

macrophage infl ammatory 
protein-1β 284, 285

WEB_Index.indd   459WEB_Index.indd   459 7/5/2006   10:36:29 AM7/5/2006   10:36:29 AM



460   Index

macrophage infl ammatory 
protein-2 284–5

macrophage migration inhibitory factor, 
in shock 163

macrophage-scavenger receptor, type 
A 142

macrophages 140, 143, 145
in brain injury/stroke 282
in delayed type hypersensitivity 150
recirculation 152
respiratory tract 258–9
response to shock 174

magnesium, as strong ion 190
magnetic resonance angiography 388
magnetic resonance 

cholangiopancreatography 391
magnetic resonance imaging (MRI) 379

abdominal 391–3
advances in 385–6
in anaesthesia 393
applications 385–6, 386–93
brain 386–90
contrast agents 384–5
double-echo sequence 382–3
fl uid-attenuated inversion recovery 

(FLAIR) 386–7
functional 352, 385–6, 393
gradient-echo sequence 383
hardware 385
inversion-recovery (IR) 

sequence 383
joints 390–1
multislice imaging 384
in pregnancy 386
principles 381–5
proton density-weighted 382–3
safety 386
spin-echo sequence 383
spine 390
STIR sequence 383
suppression of signal from fat 383–4
T1-weighted 382
T2-weighted 382
tissue contrast in 391–3
vascular 392, 393

magnetic resonance venography 388
major histocompatibility complex 104, 

144, 145
malignant hyperthermia 48
mammalian degenerin ion channel 

family 345
mannan-binding lectin 104
mannose receptor 103, 104
MAPK 355, 356
marasmus 107–8
mass action 27–8, 37–8
mast cell tryptase assay 75–6
mast cells 140

respiratory epithelium 258
matrix metalloproteinases 224, 264
MCP-1

in brain injury/stroke 284, 285, 286
in infl ammatory response 142

MDEG ion channel family 345
mean residence time 9–10
mecamylamine 92
mechanical ventilation

effects on pharmacokinetics 18–19
failure to wean 373

mechanoreceptors, respiratory 
tract 242

medibots 401

Medic Alert bracelets 77
mefenamic acid, action at GABAA 

receptor 96
membrane potential 184–5
memory 430–2
memory cells 147
mercaptopurine toxicity 43
meropenem 129
metabolic acidosis 188–9, 192, 194–5
metabolic alkalosis 192, 193, 194–5
metabolic effects of shock 174
metabolizers

extensive 42
intermediate 42
poor 42
ultra-rapid 42–3

metabotropic glutamate receptors 
(mGluRs) 60, 347

dorsal horn 348
in neuropathic pain 358

metaraminol in anaphylaxis 75
methadone

extraction ratio 8
isomers 85
pulmonary metabolism 272

methicillin-resistant Staphylococcus 
aureus 133

methotrexate, immunosuppressive 
effects 111

methoxyfl urane, pulmonary 
metabolism 272

methyl-6,7-dimethoxy-4-ethyl-β-
carboline-3-carboxylate, action 
at GABAA receptor 95

methylmethacrylate, anaphylaxis due 
to 73–4

methylprednisolone
in brain injury 286–7
immunosuppressive effects 

108–11
properties 109

metoprolol, in heart failure 302
MFA, action at GABAA receptor 96
mGluRs see metabotropic glutamate 

receptors
MHC 104, 144, 145
Michaelis–Menten constant 13, 186
microanatomic shunts 160
microcirculation 221–39, 266, 415

in shock 159–62
microfabricated membrane 399
microglia 275

activation in brain injury/stroke 281, 
282

chemokine expression 284–5
cytokine expression 277, 278
in neuropathic pain 358

microspheres 399
midazolam

in cardiopulmonary bypass 22
in cardiovascular failure 19
in childhood 16
chronopharmacology 17
in circulatory failure 21
effects of age on sensitivity to 16
extraction ratio 8
in liver failure 18
in renal failure 19, 20
in sepsis 19
and stress response 324

MIF, in shock 163
mineralocorticoid receptor 109

minimum alveolar concentration, depth 
of anaesthesia monitoring based 
on 438

MIP-1α 284, 285
MIP-1β 284, 285
MIP-2 284–5
mitochondria, artifi cial 404
mitogen-activated protein kinases 355, 

356
mitral regurgitation 299
mitral valve 411

incompetence 413
MLCK 222, 234
MMPs 224, 264
MODS 154, 165–6, 373
molality 203
molarity 203
molecular motors 186
monoamine oxidase 6
monoclonal antibodies 148
monocyte chemotactic protein-1 see 

MCP-1
monocytes 145

in brain injury/stroke 281–2
morphine

in childhood 16
chirality 81
extraction ratio 8
and histamine release 69
in liver failure 18
in renal failure 19–20
and stress response 324

morphine-3-glucuronide, in renal 
failure 19

morphine-6-glucuronide, in renal 
failure 19–20

motor endplate 364, 371
motor neurones 363
motor unit 363–4
MR 109
MRCP 391
MRI see magnetic resonance imaging
MRSA 133
MRT 9–10
MS, neuroimaging 387
mTOR inhibitors, immunosuppressive 

effects 112
mucin granules 258
mucins 258, 260
mucociliary clearance 260–1
mucosa-associated lymphoid tissue 152
mucous cells 258
mucous membranes

barrier function 103, 139–40
effects of shock 174

mucus 139–40, 258, 260–1
hypersecretion 426

multiorgan dysfunction syndrome 154, 
165–6, 373

multiorgan failure, protective role 316
multiple sclerosis, neuroimaging 387
muromonab-CD3 112
muscle

denervation 372
expiratory 240
innervation 364
inspiratory 240

muscle relaxants 372, 430
muscle-specifi c kinase (MuSK) 371
mutations 41
mycophenolate mofetil 111
MyD88 141
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myeloperoxidase 282
myocardial cells, action potential 408–9
myocardial depressant substances in 

shock 163–4
myocardium

effects of shock 172
fi brosis 300
hibernation 300, 307
hypertrophy 299
infarction 300, 411, 413
ischaemia 411
stunning 165

myocytes 412
hypertrophy 299–300
regeneration 310–11

myogenic response 232
myopathy in critical illness 372–3
myosin 186, 222, 234
myosin light chain kinase 222, 234

N-acetyltransferase-1 43
N-acetyltransferase-2 43–4
Na+/K+ ATPase

and membrane potential 185
role in drug transport across cell 

membranes 4
nAChRs see acetylcholine receptors, 

nicotinic
nalmefene, extraction ratio 8
naloxone, extraction ratio 8
NANC nerves 248
nanobots 404
nanocapsules 400, 402
nanoparticles 401, 402
nanoshells 402
nanospheres 400
nanotechnology 396

in diagnosis 398
future applications 402–4
imaging techniques 396–8
problems with 404
and systems biology 404–5
therapeutic applications 398–402

nasal administration and absorption 5
NAT1 43
NAT2 43–4
natural killer (NK) cells 104

in acquired immunity 145
in brain injury/stroke 282
in innate immunity 140

nausea, role of 5-HT3 receptors 93
near-fi eld optical imaging 396–7
near-fi eld optical microscopes 397
necrosis 143
neonates, body temperature 

regulation 332, 333, 338
neostigmine 369
Nernst equation 185
nerve growth factor (NGF)

in nerve injury 357
in pain perception 344

nerve injury, pain pathways 354, 356–9
net fi ltration pressure 228
net negative interstitial pressure 224
neuregulin 371
neuroepithelial cells 258
neurohormonal response to shock 169, 

170
neurokinin-1 receptors 346, 349
neuroma, imaging 390
neuromuscular blocking drugs 

(NMDBs)

anaphylaxis due to 71–2
cross-sensitivity to 72

neuromuscular junction 363, 364–5
acetylcholine synthesis and 

release 365–8
acetylcholinesterase 369
co-transmitter release 368–9
development 371
effects of ageing 372
effects of critical illness 372–3
postjunctional receptor 369–71
presynaptic receptors 369

neuronal nicotinic receptors see 
acetylcholine receptors, nicotinic

neuropathy in critical illness 372–3
neuropeptide Y 350
neuropeptides

dorsal horn 348–50
in peripheral injury 353, 358

neurophysin 321
neurosteroids, action at GABAA 

receptor 96
neurotransmitters

in infl ammatory response 355–6
in peripheral injury 353, 358
in respiration 241
structure 27
within the dorsal horn 347–50

neurotrophins in nerve injury 357
neutrophils 140, 145

in brain injury/stroke 281–2
intracerebral accumulation 282
in respiratory tract 259

NF-κB 104, 110, 141–2, 144
NFOI 396–7
NFOM 397
NFP 228
NGF see nerve growth factor
nitrates, cardiovascular effects 419
nitric oxide (NO)

binding to haemoglobin 253
and blood fl ow regulation 230, 232
in body temperature regulation 332, 

334
endothelial release 223
expression by astrocytes 278, 280
pulmonary production 267
in respiration 248
role in vascular tone regulation 160
in shock 164

nitric oxide synthase 164
in endothelium 223
type I/neuronal 57, 66

nitrofurantoin, pulmonary toxicity 272
nitrosothiols 254
NK cells see natural killer cells
NK-1 receptors 346, 349
NMDA receptors 57, 65, 119

action of neurosteroids at 96
cross-talk with AMPA receptors 58
dorsal horn 347–8
in neuropathic pain 358, 359

NMDBs see neuromuscular blocking 
drugs

NMR 379–81
NO see nitric oxide
nociceptive pathway 343, 344

cortical 352
peripheral sensory 343–5
spinal 345–51

nociceptors 343, 344–5, 355
Nod1 142

Nod2 142
nodes of Ranvier 363
non-adrenergic non-cholinergic 

nerves 248
non-depleting antibodies 112–13
non-shivering thermogenesis 332, 333, 

334, 335
non-steroidal anti-infl ammatory drugs, 

action at GABAA receptor 96
noradrenaline (norepinephrine)

in acclimatization 337
in anaphylaxis 75
in body temperature regulation 332, 

335, 336
in heart rate control 414
pulmonary metabolism 268
in shock 171
in stress response 317
structure 27

normovolaemia 198–9
NRM 351
NSAIDs, action at GABAA receptor 96
NT-proBNP as biomarker in heart 

failure 309–10
nuclear factor κB 104, 110, 141–2, 144
nuclear magnetic resonance 379–81
nuclear precession 379–80
nucleus raphe magnus 351
nutritional defi cits, effects on immune 

response 107–8
nvCJD 210, 211

obesity
effects on pharmacokinetics 17–18
and postoperative pulmonary 

complications 425
oedema 184

assessment 207
fl uid distribution 206
in infl ammation 141
and microcirculation 233–4, 238–9
see also pulmonary oedema

oesophagus, lower segment 
motility 432

oestrogen, in stress response 320
omeprazole, metabolism 47
oncotic pressure 201, 202, 227

extracellular matrix 224
interstitial 228
plasma 205

oncotic refl ection coeffi cient 227
opioid receptors 350

dorsal horn 349
peripheral 349
polymorphism 48–9
in respiratory centre 241

opioids
anaphylaxis due to 72
endogenous, in dorsal horn 349
exogenous, effects on respiration 

241
immunosuppressive effects 106
and stress response 324–5

optical activity measurement 81–2
optical rotation 82
oral administration and absorption 5
orosomucoid 222
osmolality 203
osmolar gap 203
osmolarity 203
osmosis 183–4, 203
osmotic pressure 183, 201–2
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oxygen
cardiac supply 412
carriage in blood 252, 254–5
exchange in microcirculation 230
extraction ratio 166–7
pathological supply 

dependency 167–8
supply dependency in shock 166–8
systemic consumption 166–8
systemic delivery 166–8
therapy, in anaphylaxis 74

oxyhaemoglobin 251, 253, 254
oxyhaemoglobin dissociation curve, in 

shock 171
oxytocin 321

P2X receptors 355
p38 355
PACAP, in dorsal horn 349, 350
pacing in heart failure 303–4
PAF see platelet activating factor
PAG 351, 352
pain 343

basic processing 343, 344
cancer 354
chronic 352, 353
cortical processing 352
defi nition 343
descending pathways 351, 359
diurnal variations in perception 17
dualistic theory 343
gate theory 343, 351
in infl ammation 353, 354, 355–6
low back 390
neuropathic 354, 356–9
pathway 343, 344
peripheral sensory processing 343–5
phantom limb 359
response to tissue damage 344–5, 

352–9
spinal processing 345–51

PAMP receptors 141, 142
pancreas

MRI 391
and strong ion difference 191

pancuronium 372
anaphylaxis due to 72
in cardiopulmonary bypass 22
chronopharmacology 17
in pregnancy 17
in renal failure 20

paraquat, pulmonary toxicity 272
PARs 355
particle inhalation 262
pathogen-associated molecular pattern 

receptors 141, 142
pathogen-associated molecular 

patterns 103
patient state index 433–4
PCT 130
PDE 62, 250

characteristics, tissue distribution and 
selective inhibitors 63

inhibitors 250
PEG 399, 400
penicillin allergy 72
pentobarbital, extraction ratio 8
peptidoglycan 142
perfusion

autoregulation 157, 158, 160, 232
and body temperature regulation 332
and cardiac output 158

cerebral, following injury/stroke 282
coronary 160
cutaneous 332
in hypovolaemia 160–1
in sepsis 161–2
in shock 159–62, 171

periaqueductal grey 351, 352
perineural administration and 

absorption 4
peripheral resistance 416
permeability coeffi cients 182
personalized medicine 50, 405
pethidine

extraction ratio 8
pulmonary metabolism 272

Peyer’s patches 152
Pfeiffer’s rule 85
PGP 48
pH scale 188
phagocytes 140, 141
phagocytosis 140, 143, 259
phantom limb pain 359
pharmacodynamics 26–39

and pharmacokinetics 14, 15
in pregnancy 17

pharmacogenetics 40–1
pharmacogenomics 40–55
pharmacokinetic constants 9
pharmacokinetics 3–25

and age 16
analysis of time course of drug 

concentration 9–15
in cardiopulmonary bypass 22
in cardiovascular failure 18–19, 21
and chirality 84–5
in circulatory failure 20–1
defi nition 3
effects of circadian rhythms 17
effects of obesity 17–18
effects of physiology and 

pathophysiology 15–22
in head injury 22
in liver failure 18
model-independent analysis 9–10
models 10

compartmental 10–13, 14, 15
non-linear mixed effect 15
physiological 14

and pharmacodynamics 14, 15
population analysis 15
in pregnancy 16–17
in renal failure 19–20
in respiratory failure 22

phenotype 41
phenytoin metabolism 47
phosphodiesterase see PDE
phosphodiesterase inhibitors, 

cardiovascular effects 419
phospholipases 62
phospholipids 3, 180
piloerection 332
pinocytosis 4, 140
piperacillin 129
pituitary adenylate cyclase-activating 

polypeptide, dorsal horn 349, 
350

pituitary gland
adenoma 390
in stress response 317, 321

PKA 62, 63, 64, 96, 98
PKC see protein kinase C
PKG 62, 63, 64–5

PKM 97
placenta, drug transfer across 6
plasma

analysis of time course of drug 
concentrations 9–15

oncotic pressure 205
osmolarity 203
strong ion difference 190
volume control 231

plasma cells 104
in cell-mediated immunity 145
in humoral immunity 144

plasma proteins 205, 222
carbamino compounds 251
see also specifi c proteins

platelet activating factor (PAF) 149
pulmonary metabolism 269
in shock 161, 163

platelets 229
pneumonia

community-acquired 131
postoperative 423
ventilator-assisted 129, 131, 132

Poiseuille’s equation 226, 416
polarimetry 81–2
polyethylene glycol 399, 400
polymeric micelles 401
polymorphonuclear leucocytes 140

in brain injury/stroke 281, 282
POMC 318, 319
pons, role in control of 

respiration 241–2
pontine respiratory group 241–2
portal vein 7
postcapillary sphincters 160, 161
postcapillary venules 221, 223
postoperative fatigue 323–4
postoperative pneumonia 423
postsynaptic dorsal column tract 346, 

351
post-traumatic stress disorder 430, 431
potassium 215

at neuromuscular junction 370–1
concentration gradients 184–5
content of body fl uids 201
distribution 201
factors affecting serum levels 215
in heart conduction 409
loss in response to stress 200
renal handling 191
requirements and control 199–200
as strong ion 190

potassium-channel blockers, 
cardiovascular effects 419

potassium channels 119–20, 124–5, 
142

blocking 122–4
effects of general anaesthetic 

agents 122
Kv1 subfamily 121, 122
Kv2 subfamily 121, 122
Kv3 subfamily 121, 122
Kv4 subfamily 121–2
lower motor neurones 363
role in normally functioning 

brain 120–2
structure 120

precapillary sphincters 160, 161, 221
predictive medicine 404–5
prednisolone

in brain injury 287
immunosuppressive effects 108–11
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properties 109
pregnancy

MRI scanning in 386
pharmacodynamics in 17
pharmacokinetics in 16–17

preload 158–9, 407, 417–18
preprotachykinins 349
pressure, rate, sweat, tears score 432
preventative medicine 405
PRG 241–2
priming 145
procalcitonin 130
pro-caspases 144
pro-drugs

lack of action in poor metabolizers 42
toxicity in ultra-rapid 

metabolizers 43
prolactin, in stress response 317, 319
Promit® 73
pro-opiomelanocortin 318, 319
propafenone metabolism 46
propofol

anaphylaxis due to 73
in cardiopulmonary bypass 22
in childhood 16
effects of age on sensitivity to 16
effects on Kv channels 122
extraction ratio 8
and histamine release 69
in liver failure 18
in obesity 17
in pregnancy 17
in renal failure 20

prostacyclin
endothelial release 223
respiratory tract 270

prostaglandins 149
in anaphylaxis 69
in body temperature regulation 332
endothelial release 223
in microcirculation 416
respiratory tract 269–71, 272
in shock 163

protease-activated receptors 355
protease–antiprotease system 264
proteasome 144
protein C 155
protein kinase A 62, 63, 64, 96, 98
protein kinase C (PKC) 63–4, 66

isoforms 97
phosphorylation of GABAA 

receptor 96–8
respiratory tract 250

protein kinase G 62, 63, 64–5
protein kinase M 97
protein refl ection coeffi cient 228
proteins

binding, and drug distribution 5–6
cell membrane 3, 180
metabolism in stress response 322–3

proteoglycans 222, 224, 225
proton pump inhibitors, 

immunomodulatory effects 107
PRST 432
PSDC tract 346, 351
Pseudomonas aeruginosa 131, 132
PSI 433–4
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